Chapter 1

Linear Programming and
Simplex algorithm

1.1 The problem

A linear programming (LP) over variables z1,xs, ..., x, consists of the fol-
lowing

1. a linear function called objective function cixy + caxa + -+ + Cpy.

2. a set of linear constraints of the form a;z; + asxs + -+ + apx, < b, or
a1x1 + agxy + - +a,x, > bor ajxy +asxtys+ -+ a,r, =0

The minimizing linear programming problem (similarly maximizing) is to
find an x4y, xs,...,2, € R which satisfies all the linear constraints and such
that the objective function is minimized (similarly maximized) at that point.
A linear programming problem with any kind of constraint is called an LP
in general form. Here are two interesting special forms of LP.

Definition 1.1. A linear programming problem is in standard form, if the
linear constraints are as follows

Ax <b
x>0

Definition 1.2. A [linear programming problem is in canonical form, if the
linear constraints are as follows

Ax=Db
x>0
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For the lecture we will assume (if not mentioned) that the objective is to

minimize the objective function. That is, we want to minimize c'x.

We denote a column vector by

3]
a2
a=| .

an
and a row vector by a' = (ay,ay, ..., a,). We denote by R the reals and
by R™ the set of all vectors a where a’ = (ay,as,...,a,) where a; € R.
Usually vectors will be denoted by a, b or c. The exception is: for a real
number m € R we denote by m € R” the vector m" = (m,m, ..., m) of

all m’s. The rows of a matrix A is denoted as

a7

o

—_ a7 ——

where the " row vector is a;T. The columns of matrix A is denoted as

A, Ay, - A,

where the j column vector is A;. The j element of the i*" row vector
is a;; = Aj;. The identity matrix is denoted by L.

1.2 Math background - Convex sets

We say that z € R” is a convex combination of vectors x,y € R" if there
exists a A € [0,1] such that z = Ax + (1 — \)y.

Definition 1.3. A set X C R" is a convex set if for all X,y € X, and all
A € [0,1] we have that \x + (1 — Ny € X.

Some examples of convex sets (also see Figure 1.1 and 1.2).

1. A line is a convex set.
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Figure 1.1: Convex sets
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Figure 1.2: Not convex sets

2. A line segment

3. {xeR"| Ax = b}

4. {x € R" | Ax = b and x > 0}

Here are some properties of convex sets (try proving them).
Claim 1.1. The following properties hold for convex sets.

1. Convex sets are closed under intersections.

2. A wvector space is a convex set.

A vector x € X is an extreme point in the convex set X if x cannot be
represented as a convex combination of two other points in X.

The convex hull of a set X is the least convex set Y which contains X
(that is X CY). For example, the convex hull of two points x,y € R? is the

line segment joining x and y. Figure 1.3 and 1.4 shows the convex hull of
points X.
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Figure 1.3: Convex Hull of the red points.

Figure 1.4: Convex Hull

1.3 Standard form LP - geometric view

1.4 Canonical form LP - algebraic view

Let A’ be an m x n — m matrix. That is the matrix has m rows and n — m
columns. Let ¢/ € R"™ be a real vector. Here we have n > m.
Counsider the LP in standard form. Find an z € R™*™ where

.. T
minimize ¢’ X
A'X' <b
x' >0
This can be converted into an LP in canonical form as follows. For the it"

in-equality constraint a;TX’ < b;, we introduce a new variable x,,_,,; and
add the following constraints

1Ty
a, X + Tpomyi = bz

Ln—m+i 2 0
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This gives us the following LP in canonical form

minimize ¢'x
Ax=Db
x>0

Here c € R” and ¢' = (C/T, 0,0,...,0) (This is an abuse of notation which
means the last m elements of the vector ¢ are 0s and the first elements
correspond to that of ¢’). The vector x € R"™ and matrix A is of the following
form.

The set of all feasible points (called the feasible set) of this LP in the
canonical form is

Foe={xeR"|Ax=Db and x > 0}
This set is closely related to the feasible set of the LP in standard form. We

now describe a mapping f : Fs — F¢o. Let x’ € Fs. Now consider the vector
x € R™ where x; for a j < n is given as

2 if j <n—m
€T, =
’ b —al ' x' if j=n—m+iandi<m

The first claim is
Claim 1.2. The above vector x € R™ belongs to F¢.
Proof. This is an exercise. ]

Therefore, the above mapping takes every vector x' € Fg to a vector
x € F¢. Let us represent this mapping by f : Fg — Fe.

Claim 1.3. Let V C Fg be the set of extreme points in Fs. Then f(V) is
the set of extreme points in F¢.

Proof. This is an exercise. ]
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We will now give an alternate (algebraic) definition of the extreme points
of F. First a few definitions. For a vector x € R" and aset B C {1,2,...,n}
we denote by x5 = 0 to mean x; = 0 for all j ¢ B. For example, consider
z=(2,3,0,0)" € RY. Then Ty = 0 since 3 = 74 = 0.

We say that x € Fi is a basic feasible point, if there exists a set B C
{1,2,...,n} such that the set of column vectors {A; | j € B} form a basis
for the column space of A (denoted by C(A)) and z5 = 0. In other words
the vector b is represented as a positive linear combinations of a basis of A.
The set of all basic feasible point is called basic feasible set (BFS for short).

BFS = {x € F | x is a basic feasible point.}
The following assumption is going to be assumed henceforth.

Assumption I: The rows of A are independent. Note that the number
of rows is represented by m.

Exercise 1.1. Show that a basis for the column space of A has m vectors.

Exercise 1.2. Given a matriz where rows are dependent, give an equiv-
alent LP with independent rows.

From the above assumption, we note that the number of non-zeros in
a vector x € BFS is atmost m. The reason for at most m and not exact
m is because it can happen that the co-efficient of a basis vector is also 0.
Therefore the number of zeros is atleast n — m.

The next lemma is important.

Lemma 1.4. The BFS form the extreme points of Fe.

Proof. We need to show two directions for the proof.

First we show that an extreme point of F is a BFS.

We now show the other direction of the lemma. That is, BFS is an
extreme point of Fo. This is left as an exercise. O

BFS are the most important points in the LP. We will soon see that the
optimum occurs at one of the BFS.

Special Case: The feasible set F¢ is bounded.

We say that a set X C R" is bounded if there exists an M € R such
that for all x € X, we have that x < M". Convex sets which are closed
and bounded satisfy a nice property.

Claim 1.5. Let X be a closed bounded convex set. Then, X is equal to
the convex hull of its extreme points.
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Therefore, if F is bounded, we have that the convex hull of BFS
gives us Fp. The following lemma captures the importance of BFS in
bounded sets. It says, if there is an optimal solution to the LP, then it
occurs at one of the points in BFS.

Claim 1.6. Let the feasible set be bounded. If there is an optimal solu-
tion, then it occurs at a BFS.

Proof. Let x be an optimal solution. That is ¢'x = min{c'y |y € F¢}.
In other words,
Vy € Fo, c'y > ¢'x (1.1)

We show that there exists an x* € BFS such that ¢"x* = ¢'x. Let us
assume x ¢ BFS. From Lemma 1.4 we know that x is not an extreme
points and hence can be written as a convex combination of vectors in
z; € BFS (using claim 1.6). That is, x = Zle Aiz; where ) . \; = 1. Let
us assume without loss of generality, ¢'z; < c¢'z; for all i < k. Therefore

k
CTX Z (Z /\z) CTZ1 = CTZ1 (12)
=1
From Equation 1.1 and 1.2 we have that c'z; = ¢"x and therefore z; €

BFS is also an optimum point. O

1.5 Simplex algorithm

With the intuition that the optimum occurs at one of the BF'S, our algorithm
will be to check all the BFS and return the optimal value. We have a better
algorithm (which in the worst case is as bad as the naive algorithm) is very
good in practise. The algorithm is called Simpler and the fundamental idea
is to start from a BFS and keep going to a neighbouring vertex which is
better in the objective function. Before we formally see the algorithm, let us
define what are neighbouring BFS.

We say that two basis B, B’ C {Ay, Ay, ..., A,} are neighbours if |B N
B'| = m—1. That is, they share exactly m—1 columns. Each has one column
which is not in the other. We say that x,y € BFS are neighbours if there
exists two basis B, B’ which are neighbours such that the basis associated
with x and y are B and B’ respectively. In other words, there are atleast
n —m — 1 locations where both x and y are zeros.

The Simplex algorithm is given in Algorithm 1.
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Algorithm 1 Simplex algorithm

Find an initial BFS x

while Jy which is a neighbour of x and ¢’y < ¢'x do
X=y

end while

return x

1.5.1 Neighbouring BFS

Our first algorithmic challenge is to identify a neighbouring y € BFS given
a x € BFS where ¢'y < ¢"x. That is, a neighbour whose cost is lesser that
at x. Let B be the basis associated with vector x and N the rest of the
column vectors of A. We can always re-arrange the columns so that the first
m columns is B. We also denote the various components of A, x, c as given
below.

Therefore, we can write Ax = b equivalently as Agxg + Ayxy = b and the
objective function as ¢'x = CgXB + C]TVXN. Also note that xy = 0"™.

Let x be a BFS corresponding to basis B. Our plan is to find a basis
B’ which is a neighbour to B. Let us consider that we want to include the
column A; in B’. This would mean we will have to remove some other column
from B. Without loss of generality, let us assume B = {4, Ay, ..., A, } and

7 > m. Since B forms a basis we have that there exists a;s such that
i=1
We also have that

Assumption: We will assume that z; > 0 for all # < m. The tricky
degenerate case of some of x; = 0 is skipped in the lecture notes.
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Consider the following equation (we fix the 6 later): Eq. 1.4 - § Eq. 1.3.

i=1
The neighbour BFS to x is now given by y where y; is

x; —0Oo; i1 <m
yi=120ifi=j

0 otherwise

There are two cases to be considered now.
Case I: There is atleast one a; > 0. In this case, take 0 as follows

0 = min{ﬂ | a; > 0}
&%

Let 0 = z—i Then we have that y, = 0 and all other y; > 0. Moreover y
is a BFS with basis B’ = B\{Ax} U {A;}. We can now check if ¢y < ¢'x
and return y as a “good” neighbour if the cost decreases. Otherwise we find
another neighbour and continue this procedure.

Case II: All a; < 0. In this case y;s increases as we increase . We can
therefore increase y; to as big a number as we want. Note that this cannot
happen in a bounded Fz. On the other hand, we can look at the cost function
c'y. It either increases as 6 increase or decreases. If it is increasing, we are
not interested we can skip and go to find another neighbour of x. On the
other hand, if it is decreasing, we can decrease ¢'y to as much as we want
and therefore, there is no optimum value.

This gives an algorithm to find a neighbouring BFS.

1.5.2 Finding an initial BFS

1.5.3 Correctness of Simplex algorithm

Showing the following claim gives us the correctness of the Simplex algorithm.

Theorem 1.7. Let x be a BFS such that for all neighbours'y € BFS we have
c'y > c™x. Then x is an optimal solution.

Proof. First we understand the relationship between x and its neighbours.
Let B be the basis of x and let z be a neighbour with basis B’ = B\{A} U

9
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{A;}. We will use the matrix notation as given below.

Since xy = 0, we have that Agxp = b. Since A; is in the basis for z we
have that Apzp + z;A; = b. Subtracting, we have Agxp —Agyp—2,;4; = 0.
Therefore,

Xp — Zp = z]AfglAj
Now let us calculate the cost difference at both the places

T Ty _ T L Ta-l
0>c'x—c'y=cg(xp—2p) — 2z = zcgAp A; — ¢;z;

Since z; > 0 we have the inequality for all j ¢ B.
c; —cpAR A; >0 (1.5)

Now we show that x is an optimal point. Assume not. Let y has a better

objective value. That is, cLyp + chyny = ¢'y < ¢'x = c5xp. Therefore,

cs(ys —xp) + Z cjy; <0 (1.6)
j¢B

We know that 0 = A(y —x) = Ap(yp — Xp) + >_;4py;A4;. Therefore,

YB —Xp = Z —yjAglAj (]_7)
j¢B

We can substitute the above equation in Eq. 1.6 giving us

> (e; —chAg' Ay)y; <0
j¢B

This gives us a contradiction from Eq. 1.5 and since y; > 0 (y; = 0 will not
satisfy above inequality). O

10
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1.6 Matching using LP

A bipartite graph G is represented by G = (U,V, E) where U UV are the
set of vertices and edges are denoted by £ C U x V. A matching M C E
of a bipartite graph G is a set of edges such that for any vertex v of G at
most one edge incident on v is in E. In the mazimal matching problem,
given a bipartite graph, we interested in finding out a matching of highest
cardinality. We reduce the problem to an LP as follows. Without loss of
generality we assume cardinality of U is equal to cardinality of V' (otherwise
add some vertices with no edges) which is equal to n.

We introduce variables x;; for all i € U and j € V. We want a solution
to the LP where z;; € {0,1} for all ¢ and j. We can view any assignment
of z;;8 to {0,1} as a set of edges X = {(i,7) € E | z;; = 1}. Consider the
following LP.

maximize E Tij

(1,9)€E
Vi € U, ZZCU =1
JEV
VJ S V, ZZEU =1
€U

Vi7j70 < Lij < 1

Unfortunately, the optimal solution to the LP may not have integer val-
ues for z;;. The next claim shows that there is always an integer solution
associated with a maximal matching.

Claim 1.8. If M C U x V is a maximal matching, then there is an optimal
solution with integer values and where x;; =1 for all (i,j) € M.

Proof. We give the assignment to z;;s as follows. Let {uy,uq,...,ux} C U
and {vy,va,...,u} € V be the set of vertices not matched in M. For the
feasible point, make x,,.,, = 1. Note that, there is no edge between (u;,v;).
Otherwise this would have been in the maximal matching. ]

It is also easy to see that if we have an integer optimal solution, then
we have a maximal matching. Now, we come to deal with the non-integer
solution problem. We show that if we have a non-integer solution we can
get one out of that. In practise this wont be necessary though. It is worth
noting that due to some properties of the linear constraints in the maximal
matching LP, the optimal solution is always integral (we skip this linear

11
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algebraic argument here). We give a method to extract an integer solution
of same optimal value from a rational optimal solution.

Let there be K number of fractions in the solution. We reduce the number
of fractions atleast by one without changing the optimal condition. Let u € U
be a vertex where there is an edge with fractional value, say (u,v). Take
that edge. This means that v has another edge which is also fractional. We
take that edge leading to another vertex having another fractional edge. We
continue doing this until we hit upon a cycle. Let us concentrate on the
cycle. Assume the cycle starts from u € U. We subtract 0 (a very very small
value) from z,, (we assume (u,v) is the edge in the cycle) and add 6 on the
other edge starting from v in the cycle. This is continued. That is, for every
edge from U to V we subtract 6 whereas we add 6 in the other direction.
Note that € is smaller than all x;js in the cycle.

Claim 1.9. The optimal value of the LP does not change on this new as-
signment.

Proof. Let us assume that the optimal value increases. A contradiction since
x is an optimal solution and therefore we cannot increase the optimal value.
So, let us assume that the optimal value decreases. Then, consider an alter-
nate assignment where we replace # by —6. Due to the previous reason, the
optimal value should now increase. This leads to another contradiction. [

We can therefore take a 6 such that one of x;;s becomes an integer solution
(either 0 or 1) and the rest remains inside the feasible region. This reduces
the number of fractional solutions by atleast one. Continuing the process
will lead to an optimal solution with all integer values.

12
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