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Abstract

First order logic on words is a well-studied logic [Tho97, EFT94]. It is known that first
order logic (FO) with a linear order, FO[<] (in our notation, we enclose the relations used
in square bracket) cannot count more than a constant [Lib04]. From the result of Furst,
Saxe and Sipser [FSS84] we know that, the logic FO[<, Arb] cannot define the language

Leven = {w ∈ {0, 1}∗ | number of 1 s is even in w}

Here Arb stands for arbitrary numerical predicates (predicates whose truth depends only
on the position of the variables in the linear order and not on the letters at these positions).
This shows that first order logic cannot count modulo a number (two in the language Leven).
This inability to count, led to extending first order logic by different kinds of quantifiers
[STT95, Imm86, Ruh99b].

In this thesis, we study logic on words extended with regular quantifiers. Modulo count-
ing quantifiers are one particular example of such quantifiers, which have been well stud-
ied in the past [STT95, Pot94, RS07]. These quantifiers can be generalized to group
quantifiers and further to monoid quantifiers [BIS90, Str94], all being regular quantifiers.

The logics we extend can be classified into two parts. In the first part, we look at logics
which define regular languages like FO[<] and linear temporal logic (LTL). We extend
these logics with the above mentioned regular quantifiers. In the second part, we look at
regular quantifiers over a linear order and an addition function which respects the linear
order. This takes us outside regular languages. We ask the following questions about the
logics we consider.

• Expressiveness: We investigate the languages definable in these logics.

• Satisfiability and model checking: The complexity of satisfiability and model check-
ing for these logics are studied.



The title of the thesis comes from the observation that the quantifiers we consider, in the
presence of a linear order, can only define regular languages [Str94]. There are quanti-
fiers like the unary counting quantifiers [GOR97, Sch05] which can define non-regular
languages.

In the first part of our work, we show that LTL extended with modulo counting/ group op-
erators (LTLgrp) and FO[<] extended with modulo counting/group quantifiers (FOgrp[<]),
both accept the same set of languages. We then go on to show that the satisfiability and
model checking for LTLgrp is Pspace-complete. We also look at satisfiability of various
fragments of this logic. Then we show that the two variable fragment of FOgrp[<] is
Expspace-complete. We also analyse certain important sublogics.

In the second part of our work, we study first order logic with a linear order and the
arithmetic predicate, +. We first show that the two variable fragment of FOmod[<,+] is
undecidable. Then we show that over a unary alphabet satisfiability of FOmod[<,+] is
2Expspace. Finally we investigate the expressive power ofM[<,+], whereM is a set of
monoid quantifiers. We show, using the concept of a neutral letter [BIL+05], that the class
of neutral letter languages definable inM[<,+] is equivalent to those definable inM[<].
Using the above claim, we are able to show that the logics M1[<,+] is different from
M2[<,+], if the set of monoid quantifiersM1 andM2 are different. This lets us answer a
conjecture of Roy and Straubing [RS07] that FO[<,+] and mod[<,+] are incomparable.
We also show that given a regular language L, it is decidable whether L is definable in
mod[<,+] or not.
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I N T RO D U C T I O N



1

OV E RV I E W

In the thesis, the author views Logic as a formal system which consists of a finite set of
“base properties” (called propositional symbols or just propositions) along with certain
simple rules to construct more and more complicated properties. In particular, we will
be looking at properties on words. For example, the “set of all words of even length
formed from the letters {a, b}”, is a property on words. The logic we consider will be
first order logic on word structures. The structure will have built-in predicates like linear
order <, successor (suc) relation, and also the arithmetic predicate +. These logics have
been well studied in the past. For example, the logic FO[<] (first order logic with a linear
order relation, we use the conventional notation of putting the relations in square brackets)
has other equivalent characterizations. The set of star free languages [SM73], the set of
languages recognized by aperiodic monoids [Sch65], the set of languages definable by
linear temporal logic [Kam68] all exactly characterize the set of languages definable by
FO[<].

Limitations of first order logic

The major limitation of first order logic is its inability to count more than a constant. It is
a well known fact that the logic FO[<] cannot count more than a constant [Lib04]. One
might wonder, whether adding new relations could help in counting. Extra relations can
help, but not much. The logic FO[<,+, ∗] can count upto a polynomial in the logarithm
of the input size [ABO84, FKPS85, RW91]. On the other hand, from the result of Furst,
Saxe and Sipser [FSS84] we know that even the logic FO[<, Arb] (here Arb stands for
arbitrary predicates) cannot count upto any polynomial in input size. For example, the
following language is not expressible in FO[<, Arb]

{w ∈ {a, b}∗ | number of a in w > number of b in w}

The above language requires the logic to count the number of occurrences of a (this count
can go upto n

2 , where n is the size of the word) and then verify whether it is greater than
half the size of the input. The counting required can be shown to be greater than any
polynomial in the logarithm of n. Let us look at yet another example. Here we require
a different kind of counting. Furst, Saxe and Sipser [FSS84] showed that the following
language is also not definable in FO[<, Arb].

La = {w ∈ {a, b}∗ | there are an even number of occurrences of letter a in w}

2



The above language is regular (a DFA of size 2 can recognize this language). The inex-
pressibility of La shows the inability of FO[<, Arb] to count (modulo 2).

Extensions

We observed the severe limitations of first order logic in expressing some simple proper-
ties. We also saw that, adding extra relations cannot help much. This has led to attempts
at incorporating additional quantifiers into these logics, which hopefully can increase the
expressive power. Below we give a few attempts which have been made so far.

• Straubing, Thérien and Thomas [STT95], looked at first order logic over arbitrary
relations extended with modulo counting quantifiers. The quantifiers can count the
number of positions (modulo some number) a particular formula is satisfied in a
word.

• Barrington, Immerman and Straubing [BIS90] looked at logics with group quanti-
fiers, which generalized modulo counting to operations in a finite group. They show
that these logics are closely related to well known circuit complexity classes.

• Baziramwabo et al [BMT99], extended linear temporal logic with group quantifiers
and looked at algebraically characterizing these classes.

• Ruhl [Ruh99b], showed that over an ordered finite structure, first order logic with
unary counting quantifiers (here the quantifiers can count the number of positions a
particular formula is satisfied and compare it with a variable) cannot express many
properties. For example, Ruhl proved that multiplication is not definable in FO[<
,+] even with counting quantifiers.

• Immerman [Imm86] and Vardi [Var82] extended first order logic with a least fixed
point, using it to characterize the class P over ordered structures.

Logics considered

In this thesis, we thoroughly investigate Modulo counting and Group quantifier extensions
of various logics. The logics we consider can be broadly classified into two parts.

Part 1: Inside Regular Languages

Here we look at first order logic with a linear ordering and linear temporal
logic. These logics can only express regular languages. We also look at
various fragments of these logics. In particular the two variable logics are
looked at.

Part 2: Logics with addition predicate

3



1.1. RESULTS

Here we look at first order logic with a linear order and an addition relation
faithful to the linear order. These logics can express non-regular languages.
For example, the language {anbn | n ∈N} is definable in this logic.

We then study the consequences of extending each of the above logics with modulo count-
ing and group quantifiers.

Questions asked

We ask the following two questions about the logics we consider.

The expressive power of the logics

We investigate the expressive power of the logics extended with the modulo
counting and group quantifiers.

Satisfiability of the logics

Here we investigate the complexity of satisfiability and model checking of the
extended logics. We try to pinpoint the exact complexity of these problems.

We will broadly refer to them as “expressiveness” and “algorithmic” questions respec-
tively.

1.1 results

Our results can be broadly classified under the following subdivisions.

1.1.1 Formal Languages

The satisfiability of first order logic (with < relation) and its various sublogics, especially
the two variable fragment of it, has been well studied in the past [SM73, Sto74, EVW02].
We look at first order logic extended with modulo counting quantifiers. Straubing and
Therien in [STT95] studied the expressiveness of this logic. The question of satisfiability
has been left unanswered.

In particular, we show that the satisfiability of FO2mod[<] is in Expspace. We also show
a sublogic to be Expspace-hard. On the other hand, we show that unary counting makes
it undecidable. We also identify a sublogic which is Nexptime-complete. Finally we look
at the logic with an addition relation. It is easy to show that FO[<,+] is undecidable. We
strengthen this to show that the satisfiability of FO2[<,+] is also undecidable.

4



1.1. RESULTS

1.1.2 Presburger arithmetic

By the results of Ginsburg and Spanier [GS66], Ruhl [Ruh99b], Schweikardt [Sch05] we
know that Presburger arithmetic is closed under unary counting quantifiers. Hence we
can observe that the logic is also closed under modulo counting quantifiers. Here we look
at the satisfiability of Presburger arithmetic extended with modulo counting quantifiers.
We show that a 2Expspace machine can check for truth of a given sentence.

1.1.3 Verification

Let us look at a slightly different logic, Linear temporal logic (LTL). It is known [Kam68]
that it is expressively equivalent to FO[<]. The advantage of LTL over FO[<] is that there
is an efficient reduction from LTL to automata. This permits faster algorithmic verification
of this logic. Hence LTL has found wide use as a specification language in industry.

Due to the fact that LTL and FO[<] are expressively equivalent, all the limitations we saw
for FO[<] also carry over to LTL. Hence linear temporal logic cannot define properties
which involve counting. Therefore, the language La is not definable in LTL. On the
other hand, these are some of the properties which comes often in verification but are not
definable in LTL. Let us look at an example where periodic notion of time is useful.

Example 1.1.1. Calendars:
They are defined [SN92] as a periodic set of consecutive intervals which partition time.
Such a periodic interval is called the granularity of the calendar. For example, “every
week”, “every month” etc are calendars.

This notion helps us to state properties like “every monday”, the formula φ holds, or
“every hour” the school bell should ring. These are properties which requires a periodic
notion of time. Many extensions to LTL have been proposed in literature to express such
properties [Dem06], [SN92]. Let us look at a concrete example.
We want to state that “every monday”at 7 : 00 am, the formula φ holds. Let us assume
that, each state represents an hour. Then we know that after every 24 states, it is next
day. Let us assume that “time” starts at Monday 0 : 00 am. Then we can state “every 24
hours”, the formula φ should hold, in our logic as follows:

G
(
modP

7,24true⇒ φ
)

The formula states that, whenever we see a state which is at a distance of 7( mod 24)
from the initial state, then that state should also satisfy the formula φ (Refer to Preliminar-
ies for the exact meaning of the notations).

In the above example we counted the number of states (modulo 24). Our logic, infact
can count more. It can count the number of states having a certain property. For example

5



1.1. RESULTS

we can state that after “every 5 occurrences of states which satisfy φ”, we should send a
“signal”. We can write this as follows.

G
(
modP

0,5φ⇒ S entS ignal
)

Our first result is a new proof of the expressive equivalence of LTL when extended with
modulo counting (and group operators) and FO[<] extended with the corresponding mod-
ulo counting quantifiers (and group quantifiers). It is also known that any regular language
can be expressed in first order logic with group quantifiers and vice versa. Thus we have
a temporal logic, LTL with group operators, LTLgrp which can express any regular lan-
guage. We then look at the algorithmic questions. We show that both the satisfiability
and model checking problems for LTLgrp are in Pspace. Thus we have a temporal logic
which can express any regular language and which has the nice properties required for
verification purposes. We also identify certain fragments of this logic which lie in com-
plexity classes below Pspace. For example, we identify that the satisfiability of the logic,
tl[F,len] (a sublogic of LTLgrp) is in ΣP

3 (a complexity class between Np and Pspace and
believed to be different from both). It is known that a fragment of LTL known as UTL is
equivalent to FO2[<]. We extend this and prove that UTL (the sublogic of LTL without
the until operator, See Chapter 2 Section 2.4) with modulo counting (and group operators)
is equivalent to FO2[<] with corresponding modulo counting (and group) quantifiers. We
also show that the satisfiability of UTL with modulo counting operator is Pspace-hard.

1.1.4 Circuit Complexity

It is known [Imm87b] that the set of languages accepted by dlogtime-uniform AC0 cir-
cuits is exactly those definable in FO[<,+, ∗] (here ∗ stands for multiplication). The logic
which uses only modulo counting quantifiers, MOD[<,+, ∗] on the other hand captures
exactly the circuit complexity class CC0. Similarly other finite monoid quantifiers capture
other circuit classes. One of the biggest open problems in circuit complexity is the separa-
tion of these circuit classes. For example, it is not known whether there exists a language
which is in AC0, but not in CC0. The above model-theoretic view of these circuit classes
helps us to look at these separation questions from the perspective of logic. The hope is to
bring lower bound techniques available in logic, like EF-games to prove non-definability
of some languages in the circuit classes. We give a more detailed introduction in Chapter
8.

As a first step in this direction, we ask the question of separating these logics when the
multiplication relation is not present. That is, can we separate M1[<,+] from M2[<,+],
where M1 and M2 are different sets of group quantifiers. We give a general technique to
prove lower bounds for logics of the form M1[<,+], which can then be used to separate
M1[<,+] from M2[<,+]. For example, we are able to show that MOD[<,+] is incom-
parable to FO[<,+]. To show lower bounds we look at “neutral letter languages”, which
are languages with a neutral letter, i.e a letter which can be removed or inserted into any
word without affecting its membership in the language.
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1.2 organization of the thesis

We organize the thesis as follows. Every chapter ends with a Discussion section, where we
give a summary of the results of the chapter and also look at open questions and directions
for future research. We divide the thesis into parts which address questions inside regular
languages and those outside.

The thesis is organized into four parts. Part i gives an introduction to the thesis. Chapter 1
looks at the questions we address and the motivation for these questions. This is followed
by Chapter 2 which gives the Preliminaries required for the rest of the book. We give a
basic introduction to certain logics and also introduces common notations used throughout
the thesis.

Part ii looks at logics which can define only regular languages. As we mentioned earlier,
here we look at first order logic with a linear ordering and linear temporal logic. We
begin this part by Chapter 3. The chapter gives a research survey of the area, relevant
to our work. Chapter 4 shows that LTL extended with group operators is equivalent
to FO[<], extended with group quantifiers. The chapter, also looks at the two variable
fragment of first order logic and the UTL logic. We also identify connections between
alternating finite automatas and modulo counting. Chapter 5 looks at the satisfiability of
linear temporal logic with group operators. It also considers various fragments of this
logic. Chapter 6 looks at the satisfiability of the two variable fragments of first order
logic and various counting quantifiers. We show that FO2[<] with modulo counting is
Expspace-complete, whereas FO2[<] with arbitrary counting is undecidable.

Part iii looks at first order logic with a linear order and addition relation. Again, we begin
by a Chapter 7 giving a survey of the relevant area. This is followed by Chapter 8 giving
a method to prove lower bound results for the logic M[<,+], where M is a set of monoid
quantifiers. This is then used to show that logics using different group quantifiers char-
acterize different class of languages. Chapter 9 looks at Presburger arithmetic extended
with modulo counting quantifiers. We show that satisfiability of this logic is 2Expspace.
In this chapter, we also show that satisfiability of FO2[<,+] is also undecidable.

In the final part iv we conclude the thesis. Chapter 10 gives the summary of the results of
the thesis. We also look at the questions left open in the thesis and also give suggestions
and directions for future work.

7



2

P R E L I M I NA R I E S

In this chapter we present the necessary definitions and notations used in this thesis. We
will introduce linear temporal logic and first order logic. Moreover, we point out the
important connections between these logics and semigroups.

2.1 basic definitions

We denote by Z the set of integers and N = {0, 1, 2, . . . } the set of natural numbers. The
notation [n] represents the set of numbers from 1 to n. For two numbers a, b ∈ Z, the
notation a|b denotes that a divides b and ≡n denotes the congruence relation modulo n.
That is a ≡n b iff n|a − b.

An alphabet Σ is a finite set of symbols. A symbol in an alphabet is also called a letter . A
word over Σ is a sequence of letters from Σ. The set of all finite words over Σ is denoted
by Σ∗ , the set of all right infinite words is denoted by Σω . Let Σ∞ = Σ∗ ∪ Σω . For a
word w ∈ Σ∞ the notation w(i) denotes the ith letter in w , i.e. w = w(1)w(2)w(2) . . . .
Note that a word starts from the 1st position. For a word w ∈ Σ∞, we denote by |w| the
length of the word (possibly infinite) and the number of occurences of the letter a in w
is denoted by |w|a . We denote by Σ∗ the set of all words over Σ and Σ+ the set of all
non-empty words. A language is any subset of Σ∗.

A regular expression over the alphabet Σ is a formula whose atomic expressions are the
symbols of the alphabet and empty word ε, and closed under alternation (denoted by +),
concatenation (.) and star operation (∗). That is

e ::= a ∈ Σ | λ | e1 + e2 | e1.e2 | e∗1

A star free expression is a regular expression whose atomic expressions are the symbols of
the alphabet, the empty set (denoted by ∅) and empty word ε, and closed under alternation
(denoted by +), concatenation (.) and negation (¬). That is

e ::= a ∈ Σ | ∅ | λ | e1 + e2 | e1.e2 | ¬ e1

Note that star free expressions can use negations (and hence intersection) and also the
empty language, but not the star operation. A regular language (star free language) is a

8
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language definable by a regular expression (star free expression). The book [HU79] gives
an introduction to regular expressions and their connections to finite automata.

L ⊆ Σ∗ is an unambiguous language if and only if L is a finite union of unambiguous
concatenations K = A∗0a1A∗1a2...atA∗t , with ai ∈ Σ and Ai ⊆ Σ.

2.2 complexity classes

In this thesis, we identify the computational complexity of a variety of problems. We
assume the reader is familiar with complexity classes like P, Np, Pspace etc. A short
description of the not so famous classes used in the thesis follows. The class ΠP

2 is an Np
machine accessing an Np oracle and the class ΣP

3 is an Np machine which access a ΠP
2

oracle.

We also look at certain circuit classes. The circuit family class AC0 is defined as the
family of languages recognized by constant depth polynomial sized family of circuits hav-
ing unbounded fan-in AND, and OR gates. Similarly ACC0(p) is the family of languages
recognized by constant depth polynomial sized family of circuits containing unbounded
fan-in AND, OR and MODp for p > 0. Similarly CC0(p) corresponds to constant depth,
polynomial size circuits with only MODp gates. ACC0(CC0) is defined as the set of
languages recognized by an ACC0(p) (CC0(p)) family of circuits for some p > 0. The
circuit class TC0 corresponds to circuits with constant depth, polynomial size and having
in addition to AND and OR gates MAJ (majority) gate. On the other hand NC1 circuits
are defined polynomial sized, log depth circuits containing AND and OR gates but hav-
ing constant fan-in. There is an alternate characterization for NC1. It is the family of
languages recognized by constant depth, polynomial sized family of circuits which uses
AND, OR and finite group gates. The reader can refer to the books [Vol99], [Juk12]
[AB09] to know more about these classes.

Results by Razborov [Raz89] and Smolensky [Smo87] shows that:

Theorem 2.2.1. [Raz89, Smo87] If p is a prime number and q is a prime other than p
then the language Lq is not contained in ACC0(p).

Hence we can infer the following: AC0 is separated from ACC0(p) for a p > 0 [FSS84];
there are languages in CC0(p) which are not in AC0; the classes ACC0(p) and ACC0(q)
are different from each other if p and q are distinct primes. But relationships between
most other classes are open. For example, we do not know whether CC0 is different from
ACC0. In fact we do not know whether CC0(6) contains AC0 or whether CC0(6) is even
distinct from Np. These are among the biggest unsolved problems in circuit complexity.

We say that a family of circuits (C1, C2, . . . ) is dlogtime-uniform if there is a deterministic
Turing machine running in logarithmic space which outputs the circuit Cn on an input
1n. That is the nth circuit in a dlogtime-uniform-AC0 circuit family can be outputted

9
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by a deterministic log space machine which takes an n bit string of all 1s. Complexity
theoreticians consider this as a “natural” definition of uniformity.

A linear bounded automata (LBA in short) is a restricted Turing machine which can use
only space which is linear function of the input size. There is no such space restriction
for a general Turing machine. A deterministic LBA further restricts the LBA to have only
deterministic moves.

2.3 semigroups

A semigroup is a set closed under a binary associative operation (books [How95, Pin86]
study semigroups). If in addition it has an identity element , then it is called a monoid .
For a monoid M, we denote by 1M the identity element of M. All monoids we consider
except for Σ∗ will be finite. For a finite monoid, M and an arbitrary element m ∈ M it is
known that m|M| is 1M. That is m multiplied |M| times will give the identity element.

Proposition 2.3.1. Let M be a finite monoid and m ∈ M. Then m|M| = 1M.

A monoid M and a subset S such that S ⊆ M define a word problem. It is composed
of words w ∈ M∗, such that when the elements of w are multiplied in order we get an
element in S . That is, it is the language

{w ∈ M∗ |
|w|∏

i=1

w(i) ∈ S }

We denote by U1 the monoid consisting of elements {0, 1} under the operation 0.1 =
1.0 = 0.0 = 1 and 1.1 = 1. We say that a monoid M divides a monoid N if there exists
a submonoid N′ of N and a surjective morphism from N′ to M. A monoid M recognizes
a language L ⊆ Σ∗ if there exists a morphism h : Σ∗ → M and a subset T ⊆ M such
that L = h−1(T ). It is known that finite monoids recognize exactly the set of regular
languages [Myh57]. We denote byM the set of all finite monoids. For a language L, the
syntactic monoid is the smallest monoid that recognizes L.

Example 2.3.2. Let L ⊆ {a, b}∗ be the set of all words containing an even number of a’s.
The two cycle group, G = {1, g} is the smallest monoid which recognize the language.
Consider the following morphism, h(a) = g and h(b) = 1. Then h−1(1) is exactly the
language L.

Here G is the syntactic monoid for L. Also the group G recognizes the language L.

It is known that the syntactic monoid of a regular language is unique.

We also use the block product of monoids, defined in [RT89]. The definition can also be
found in [Str94].

10
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Definition 2.3.3. Let M and N be two finite monoids. Let F be the set of all functions from
N × N to M. Then the block product M�N is a monoid whose elements are MN×N × N
and whose operation is given as follows (we use multiplication as the symbol of operation
for readability):

(F, n)(F′, n′) = (G, nn′)

where F, F′, G ∈ F and for all (m, m′) ∈ N × N,

G(m, m′) = F(m, m′n′).F′(mn, n′)

For a set of monoids T , we denote by bpc(T ) the set got by closing T under block product
operation.

A group is a monoid, with the additional property that every element has an inverse el-
ement . We denote by G ⊂ M the set of all finite groups. A symmetric group S n on a
finite set of n symbols is the group whose elements are all the permutation of n symbols
and the group operation being composition. A generating set of a group G is a subset of
the elements in G which when closed under the group operation gives G. All symmetric
groups has a generating set of cardinality two. A group with a generating set of cardinal-
ity one (generator) is called a cyclic group . We denote by mod ⊂ G the set of all finite
cyclic groups. All monoids in bpc(mod) are called solvable groups and all other groups
are called non-solvable groups . Solvable monoids are monoids which does not have any
non-solvable subgroup. Aperiodic monoids are those monoids in bpc(U1). The variety
DA [TT02] is an important class of monoids strictly contained inside aperiodic monoids.
They have nice algebraic characterizations. We give here an equivalent definition. DA
consists of the set of all languages recognizable by a partially ordered two way DFA (a
DFA is partially ordered then all its strongly connected components are trivial).

The following decomposition theorem helps one to understand monoids better [KR65] 1

Theorem 2.3.4. Krohn-Rhodes decomposition theorem [KR65]
Every finite monoid M divides a block product N1�(N2�(. . . (Nk−1�Nk) . . . )), where for
all i ≤ k, Ni is either U1 or a cyclic group or a non-solvable group.

Let us look at some regular languages.

Example 2.3.5. • Let L ⊆ {a, b}∗ be the set of all words of even length. The syntactic
monoid of this language is not aperiodic.

• Let L ⊆ {a, b}∗ be the set of all finite words where the number of occurrence of letter
a is 0 (mod 3). L is recognized by a cyclic group of length 3. That is

L = {w | |w|a ≡ 0 (mod 3)}

1 The original Krohn-Rhodes theorem was stated in terms of wreath products of semigroups. We state the
result in terms of block products. Straubing’s book [Str94] gives the version we use.
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2.4 linear temporal logic

Linear temporal logic [Pnu77b] is a logic where we have propositions qualified in terms
of time. A linear temporal logic formula over a set of propositions P is built using the
following syntax

φ ::= p ∈ P | ¬ φ | φ1 ∨ φ2 | Xφ | Yφ | F φ | P φ | φ1 U φ2 | φ1 S φ2

Linear temporal logic (LTL) formulas are interpreted on strings over the alphabet Σ =
2P, the set of all subsets of P. We consider only finite words.

Given a finite string u ∈ Σ+, a position i ∈ N such that 1 ≤ i ≤ |u| and a linear temporal
logic formula φ over P, we denote by (u, i) |= φ that φ is true at position i in the word u.
The semantics of the logic is given below

(u, i) |= p if p ∈ u(i) and p ∈ P
(u, i) |= ¬φ if not (u, i) |= φ

(u, i) |= φ1 ∨ φ2 if (u, i) |= φ1 or (u, i) |= φ2
(u, i) |= Xφ if i < |u| − 1 and (u, i + 1) |= φ

(u, i) |= Yφ if i > 1 and (u, i − 1) |= φ

(u, i) |= φ1Uφ2 if there exists a j ≥ i and (u, j) |= φ2 and for all k,
if i ≤ k < j then (u, k) |= φ1

(u, i) |= φ1Sφ2 if there exists a j such that 1 ≤ j ≤ i and (u, j) |= φ2 and for all k,
if j < k ≤ i then (u, k) |= φ1

We denote by true the statement p ∨ ¬p, where p ∈ P. Then Fφ, Pφ is equivalent to
trueUφ and trueSφ respectively. As usual Gφ abbreviates ¬F¬φ and Hφ abbreviates
¬P¬φ. We also define modalities φ1Ŭφ2, φ1S̆φ2 which are equivalent to X (φ1Uφ2) and
Y (φ1Sφ2) respectively. In fact

(u, i) |= φ1Ŭφ2 if there exists a j > i and (u, j) |= φ2 and for all k, if i < k < j then (u, k) |= φ1

Note that Xφ is equivalent to f alse Ŭ φ and φ1Uφ2 is equivalent to φ2 ∨ (φ1 ∧ φ1Ŭφ2).
Similarly we define F̆ ::= XF, P̆ ::= YP, Ğ ::= XG, H̆ ::= YH.

2.4.1 Modulo counting operators

The modulo counting operators for LTL were introduced by Baziramwabo, McKenzie
and Thérien [BMT99]. The syntax of the operator, for all r, q ∈ N such that q > 1 and
0 ≤ r < q, is as follows.

modF
r,qφ | mod

P
r,qφ

The semantics for these operators are given as follows.

u, i |= modF
r,qφ iff |{i ≤ l ≤ |u| | u, l |= φ}| ≡q r

12
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u, i |= modP
r,qφ iff |{1 ≤ l ≤ i | u, l |= φ}| ≡q r

Observe that the P in the superscript denotes a past operator, whereas the F in the su-
perscript denotes a future operator. Also note that the counting starts from the current
state.

We denote by modF(q) the set of all operators modF
r,q , where 0 ≤ r < q. Similarly we

define modP(q) and mod(q) which is the union of both past and future such operators. That
is

modF(q) =
q−1⋃
0≤r

modF
r,q

modP(q) =
q−1⋃
0≤r

modP
r,q

mod(q) = modF(q) ∪ modP(q)

Similarly we denote by modF and modP the set of all operators modF(q) for all q > 1 and
the set of all operators modP(q) for all q > 1 respectively. We also define mod the set of
all modulo counting operators.

modF =
⋃
q>1

modF(q)

modP =
⋃
q>1

modP(q)

mod = modF
⋃
modP

We now introduce operators which are expressively less powerful than the modulo count-
ing operators we saw above. Let r, q ∈ N such that q > 1 and 0 ≤ r < q. Then the
following are called length counting operators.

`F
r,q | `

P
r,q

The semantics of the formula `F
r,q is equivalent to modF

r,qtrue. That is

u, i |= `F
r,q iff u, i |= modF

r,qtrue

u, i |= `P
r,q iff u, i |= modP

r,qtrue

Using these operators we define the following class of operators.

lenF(q) =
q−1⋃
0≤r

`F
r,q

lenP(q) =
q−1⋃
0≤r

`P
r,q
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lenF =
⋃
q>1

lenF(q)

lenP =
⋃
q>1

lenP(q)

len = lenF
⋃
lenP

Note that such formulas can count lengths rather than the number of occurrences of propo-
sitions or formulae.

We also look at the operator dur, which consists of the set of all operators of the form:

modP
r,q p where p ∈ P, the set of propositions

That is the operator can only count the number of occurences of a proposition.

At times we may need to distinguish between the syntax where r and q in the above
operators are given in binary notation and when they are given in unary.

2.4.2 Group operators

Now we follow Baziramwabo, McKenzie and Thérien [BMT99] to generalize the modulo
counting to finite group operators. The syntax of these operators are as follows:

GF
g 〈φ1, . . . , φk〉 | GP

g 〈φ1, . . . , φk〉

Here G is a finite group whose elements are {g1, ..., gk, 1} and g is an element in G. Also 1
denotes the identity of G. Note that the syntax also needs to specify the group multiplica-
tion table and also the ordering of the group elements g1, . . . , gk, but we choose to ignore
it for readability. For an ordered set of formulas Φ = 〈φ1, . . . , φk〉 and a word u ∈

(
2P

)∗
and an l ∈N, such that 1 ≤ l ≤ |u| we define ΓΦ(u, l) ∈ G as follows:

ΓΦ(u, l) =



g1 if w, l |= φ1
g2 if w, l |= ¬φ1 ∧ φ2

...
gK if w, l |= ¬φ1 ∧ · · · ∧ ¬φK−1 ∧ φK

1 otherwise

If Φ is obvious from the context we use Γ(u, l). Then

u, i |= GF
g 〈φ1, . . . , φk〉 iff

|u|∏
l=i

Γ(u, l) = g

u, i |= GP
g 〈φ1, . . . , φk〉 iff

i∏
l=1

Γ(u, l) = g
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For a j ≤ K, we denote by ΓΦ
j the formula ¬φ1 ∧ · · · ∧ ¬φ j−1 ∧ φ j. Again we drop the

superscript Φ when the context is obvious.

For a finite group G, we denote by grp(G) the set of all group operators using the group
G. We denote by grp the class of all group operators for all finite groups G. That is

grp =
⋃
G∈G

grp(G)

Observe that this is a generalization of the modulo counting we did earlier, since modulo
counting is similar to working with cyclic groups. For example. modF

1,qφ can be expressed
by the following formula which uses the cyclic group, Cq = {g1, g2

1, g3
1, . . . , gq

1}.

GF
g1
〈φ, f alse, . . . , f alse〉

Succinct representation of groups

There is another way to represent the groups. And that is to use permutation groups
(subgroups of symmetric groups). For instance, we could specify the symmetric group S 5
(shown in Figure 1) using a syntax such as

group S 5 generators (23451), (21345)

which specifies a permutation group named S 5 with two generators defined as permuta-
tions of the elements (1, 2, 3, 4, 5) mapping these elements to the values shown. That is
the notation (23154) denotes the permutation 1 7→ 2, 2 7→ 3, 3 7→ 1, 4 7→ 5, 5 7→ 4.
Moreover rather than have formulas for the entire group, we specify only a generator of
the group and have as many formulas as the number of generators. That is, the size of
a group quantifier will depend on the number of generators of the group, rather than the
size of the group itself. This is a succinct way to represent groups.

In general we define a group named G with permutations over the set {1, . . . , n}, n ≥ 2 and
generators S = {g1, . . . , gk}. Again the syntax will look the same.

GF
g 〈φ1, . . . , φk〉 | GP

g 〈φ1, . . . , φk〉

The only difference being how the groups are now encoded and that Γ(u, l) are mapped
to the generators rather than group elements. Notice that g in the syntax above is a group
element, not necessarily a generator of the group. The advantages of this notation are

• Every group is isomorphic to a subgroup of a symmetric group [Her64].

• One can now specify the group elements as a permutation. Moreover the group
multiplication is now implicit and thus the group multiplication table need not be
given along with the formula. This way of representing groups will reduce the size
of the formulas.
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• Using the generators is also a succinct way of representing groups. For instance,
the symmetric group S n has n! elements, but can be generated by 2 generators (as
shown in the above example) each generator being a permutation on n elements. In
general, though any group has a generating set of logarithmic size.

Proposition 2.4.1. [vzGG03] Any group has a generating set of logarithmic size.

Proof. Let G be a group. For an H ⊆ G, we denote by 〈H〉 the group generated by
the elements H. Take an element g0 ∈ G. Let H0 = {g0}. If 〈H0〉 , G, take g1
from G\〈H0〉, and call H0 ∪ {g1} as H1. Continue doing this until you find an Hk
such that 〈Hk〉 = G. We prove that ∀i ≤ k : |〈Hi+1〉| ≥ 2 × |〈Hi〉|. Observe that
since gi+1 < 〈Hi〉, it implies gi+1〈Hi〉 ∩ 〈Hi〉 = ∅. Also |gi+1.〈Hi〉| = |〈Hi〉|. But
gi+1.〈Hi〉 ∪ 〈Hi〉 ⊆ Hi+1. Therefore |〈Hi+1〉| ≥ 2 × |〈Hi〉|. Hence 〈Hlog|G|〉 = G. �

• There are permutations on n elements whose order is exponential in n and thus
to represent such groups we only need to use logarithmic many bits in our input
representation.

For example, let p1, ..., pn be the first n prime numbers and ∀i ≤ n, let si be defined
as

∑i
j=1 p j. We claim that the cyclic group (given in cyclic form) generated by

(1, ..., s1)(s1 + 1, ..., s2)....(sn−1 + 1, ..., sn) is of size Πn
i=1 pi. This follows from

the well known fact.

Proposition 2.4.2. [Her75] Order of a permutation given in cyclic form, is the lcm
of the length of its cycles.

Thus to represent the above group of size
∏n

i=1 pi, which is exponential in n, we
require space

∑n
i=1 pi ≤ n2, which is polynomial in n.

Observe that the other direction need not hold. That is, there are groups which
cannot be represented as permutations on sets of size less than the group.

For example, the proposition 2.4.2 gives us that, no generator of a cyclic group of
size 2n can be represented by a permutation on a set of size less than 2n.

Consider the following example. Figure 1 shows the symmetric group S n (for n = 5) as
the transition structure of an automaton. The language accepted can be defined by the
formula

GF
(12...n)〈a, b〉

where G is the group S 5 shown earlier and (12 . . . n) is the identity permutation of the
group.

2.4.3 Extended Temporal Logics

We denote by O the set of all the temporal operators we saw. That is

O = {X, Y, S, U, F, P,mod,mod(q), dur, len, grp, grp(G)}
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Figure 1: An automaton representing the symmetric group S 5

Let S ⊆ O. Then, we denote by tl[S ], the logic formed by closing propositionsPwith dis-
junctions, negations, and modal operators from S . For example, the logic tl[U, X, S, Y]
denotes LTL. The logic tl[∅] denotes propositional logic. The logic tl[X, Y, F, P] denotes
UTL. We denote by LTLgrp

LTLgrp = tl[X, Y, S, U, F, P,mod, dur, len, grp]

We also denote by LTLgrp(G) the logic

LTLgrp(G) = tl[X, Y, S, U, F, P, grp(G)]

Similarly LTLmod stands for tl[X,Y,S,U,mod].

Recall that the groups can be represented in “succinct” notation or not, where the succinct
representation of groups are by viewing them as subgroups of symmetric groups and then
using only generators of the groups. When we represent modulo operators we have the
liberty to represent the numbers in binary or unary notation. We denote by LTLgrpbin

for tl[O] if the groups are represented succinctly and the integers in the modulo counting
operators are represented in binary notation. On the other hand we use LTLgrpun to denote
the same logic, where groups are represented by its multiplication table and the modulo
counting operators are represented in unary notation.

Example 2.4.3. Consider the language L′ = {w ∈ {a, b}∗ | |w|a is even}. Again this
language is not expressible in LTL. The following formula in tl[F,mod] expresses L′.

modF
0,2a

Example 2.4.4. Consider a language L ⊆ {a, b}∗ such that the number of times b occurs
such that there are an even number of as to the right of it is 1 (mod 3). That is

L = {w | |{i | w[i] = b and w[i + 1, |w|] contains even number of a}| ≡ 1 (mod 3)}

The following formula uses the expression for the language L′ seen in the previous exam-
ple, to describe L.

modF
1,3

(
b∧ modF

0,2a
)
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2.4. LINEAR TEMPORAL LOGIC

Example 2.4.5. Let L ⊆ {a, b}∗ be the set of all words of even length. We know that L is
not an aperiodic language (see Straubing’s book [Str94]). We show that the formula is
definable in tl[F,X,len].

The statement “¬(X true)” is true only in the last state of a word. If the last state is an
even position then it satisfies the formula, “`P

0,2”. Combining the conditions gives us a
formula which recognizes L.

F
(
(¬X true) ∧ `P

0,2

)

2.4.4 Other definitions

For a formula φ ∈ LTLgrp we say that φ satisfies a word u if (u, 1) |= φ . Then u is called
a model of φ. We denote by L(φ) the language of φ, that is the set of all the models of
φ. We say that formulas α and β are equivalent if for all words u and for all i such that
1 ≤ i ≤ |u|, we have u, i |= α ⇔ u, i |= β. We say that formulas α,α′ are expressively
equivalent if L(α) = L(α′).

Let S ⊆ O. The satisfiability problem for a logic tl[S ] takes as input a formula φ ∈ tl[S ].
The problem is to check whether there exists a word u, such that u is a model of φ.

Let P be a set of propositions. A Kripke structure K = (S , R, L, s0) is a rooted transition
system with the following properties: S is a finite set of states, a transition relation R ⊆
S × S , a labelling function L : S → P and an initial state, s0 ∈ S . The model checking
problem for a Kripke structure and a formula α checks whether all runs of the transition
system are models of α.

We say that an LTLgrp formula is a pure future formula if the only modalities used are
future operators. Similarly we say that an LTLgrp formula is a pure past formula if the
only modalities used are past operators. Pure present formulas are those which do not use
any modality. The formula “F modP

r,qα” is neither a pure past or a pure present or a pure
future formula. In such a case we call the formula impure . We say that a formula can
be separated if it can be written as a boolean combination of pure past, pure present and
pure future formulas. A logic satisfies the separation property [Gab87] if all formulas in
that logic can be separated.

We define the future depth (past depth) of a formula inductively. All pure past (future) for-
mula has future (past) depth 0. Future depth of the formulas φ1Uφ2, Xφ1, GF

g 〈φ1, . . . , φk〉

is one more than the maximum of the future depth of the formulas φ1, ..., φk. Similarly the
past depth of the formulas φ1Sφ2, Yφ1, GP

g 〈φ1, . . . , φk〉 is one more than the past depth of
the formulas φ1, ..., φk. The future (past) depth of φ1 ∨ φ2, φ1 ∧ φ2, ¬φ is the maximum of
the future depth of φ1 or φ2.
The operator depth or depth of a formula is the sum of its future depth and past depth.
Similarly the alternation depth of a formula is the number of alternations of its future and
past modalities.
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2.5. FIRST ORDER LOGIC

2.5 first order logic

Let Σ be a finite alphabet and V = {x1, . . . } be a set of variables. Let us introduce the
syntax of first order logic over word models. The signature τ consists of:

• Unary predicates a, such that a ∈ Σ.

• Binary relation <, which is a linear order.

• Binary relation succ, which is the successor relation, which respects the linear or-
der.

• Binary congruence relations ≡q for all q ∈ N such that q > 1. Let t1 and t2 be two
terms. Then, we say that t1 ≡q t2 iff t1 − t2 is divisible by q. We might also have
unary congruence relations , ≡q r, for all q, r ∈ N such that q > 1 and 0 ≤ r < q.
For a term t we say t ≡q r iff t − r is divisible by q. Let ≡ denote the set of all unary
congruence relations.

• Ternary relation +, which is the addition relation. Sometimes, we use addition as a
function. If not mentioned, always consider addition as a relation.

• Binary relations y = nx, where n ∈N. Note that addition can simulate this relation.

• Constants {0, 1, . . . }

We denote this logic FO[τ].

The τ-terms are defined inductively as follows. Variables and constants are τ-terms.

t ::= x ∈ V | c ∈ {0, 1}

Atomic formulas are inductively defined as follows. If t1, t2, t3 are atomic formulas, then

t is a τ-term | t1 = t2 | t1 < t2 | succ(t1, t2) | t1 ≡q t2 | t1 = t2 + t3

are also atomic formulas. Note that equality is part of our logic.
First order formulas are now defined inductively as follows. All atomic formulas are first
order formulas. If α and β are first order formulas, then the following are also first order
formulas.

¬ α | α ∨ β | α∧ β | α⇒ β | α⇔ β | ∃xα | ∀xα

The implication (⇒), if and only if (⇔), and conjunction (∧) connectives can be simulated
using disjunction (∨) and negation (¬) connective as follows.

α∧ β = ¬(¬α∨¬β),α⇒ β = ¬α∨ β,α⇔ β = (α∧ β) ∨ (¬α∧¬β)

Similarly the for all (∀) quantifier can be simulated using the existential quantifier as
follows:

∀xα = ¬∃x¬α
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2.5. FIRST ORDER LOGIC

The free variables of a formula is the set of variables which are not quantified. We say
that a formula is a sentence if it does not have any free variables. A formula is called
quantifier free if there are no quantifiers in the formula.

Now we come to the semantics of first order logic. Consider the formula α. Let w be
a word and I be an interpretation which associates each numerical relation of arity k
to a subset of {1, . . . , |w|}k. The free variables are assigned some number in between
1 and |w|. Now the semantics is given inductively. w,I |= a(x), if and only if the
interpretation for x in I is I(l) ∈ [|w|] and w(I(l)) = a. Similarly for a numerical
relation R(x1, . . . , xk), we have that w,I |= R(x1, . . . , xk) if and only if xi is assigned
li ∈ [|w|] for all i ≤ k and (l1, . . . , lk) is a tuple in the interpretation for R in I. The
semantics for conjunction, disjunction and negation are as usual. We say that w,I |= ∃xα
iff there exists an interpretation, I′ which extends I with an assignment for x, and we
have that w,I′ |= α. For an interpretation I we denote by I[x 7→ i] the interpretation
which extends I with the additional variable x being assigned the number i ∈N. Thus

w,I |= ∃xα⇔ there exists an i ≤ n such that w,I[x 7→ i] |= α

In the thesis, we will be looking only at relations less than (<) and addition (+). Therefore
the interpretations for the relations are obvious and hence we drop them from the notation.
Hence our interpretations will contain only assignments to the variables. We also use the
notation w,I 6|= α, if w with the interpretation I does not satisfy α.

Example 2.5.1. ababaa, x = 1, y = 4 |= x < y∧ a(x) ∧ b(x)
ababaa, x = 3, y = 2 6|= x < y∧ a(x) ∧ b(x)

The following theorem [Kam68, Gab87] connects LTLwith first order logic over words.

Theorem 2.5.2. [Kam68, Gab87] LTL is expressively complete for FO[<]

The theorem states that for all first order logic formula φ(x) with one free variable, there
exists a formula ψ in LTL such that for all words u and ∀i where 1 ≤ i ≤ |u| we have that

u, i |= φ⇔ u, i |= ψ

2.5.1 Counting quantifiers

We now introduce the syntax for counting capabilities. First we introduce unary counting
quantifiers [GOR99, Ruh99a, Sch05]

∃∼yxα

Here α is inductively defined and x, y ∈ V the set of variables and ∼∈ {<,=,>}. The
semantics is given as follows. Let w be a word over the alphabet of α. Then

w,I |= ∃∼yxα⇔ |{l | w,I[x 7→ l] |= α}| ∼ I(y)
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2.5. FIRST ORDER LOGIC

The majority quantifier, Maj x φ(x) is given as follows.

w |= Maj x φ(x)⇔ |{i | w |= φ(i), i ≤ |w|}| >
|w|
2

The unary counting quantifiers and majority quantifiers are not regular quantifiers, since
they can define non-regular languages even if the only relation present is equality.

In the more restricted case, we have modulo counting quantifiers, introduced by Straubing,
Thérien and Thomas [STT95]. Here counting terms cannot be compared with variables,
but they can be compared only with a constant modulo a number. Here is the syntax for
modulo counting quantifiers.

∃(r,q)x(α)

The semantics is given as follows.

w,I |= ∃(r,q)x(α)⇔ |{l | I, s[x 7→ l] |= α}| ≡ r mod q

Note that both the above quantifiers can simulate binary (and unary) congruence relations.

2.5.2 Monoid/Group quantifiers

Now we follow Barrington, Immerman and Straubing [BIS90] to generalize the modulo
counting quantifiers to monoid quantifiers. We view monoid quantifiers as a special case
of Lindström quantifiers [Lin66]. The formal definition of a monoid quantifier [BIS90] is
as follows. Let M = {m1, . . . , mK , 1} be a monoid with K + 1 elements. For an m ∈ M,
the quantifier Qm

M is applied on K formulas. Let x be a free variable and φ1(x), . . . , φK(x)
be K formulas. Consider the word u ∈ M∗, where the ith letter of u is given as follows.
Let 1 ≤ i ≤ |w|.

u(i) =



m1 if w, i |= φ1
m2 if w, i |= ¬φ1 ∧ φ2

...
mK if w, i |= ¬φ1 ∧ · · · ∧ ¬φK−1 ∧ φK

1 otherwise

Then

w |= Qm
M x〈φ1(x), . . . , φK(x)〉 ⇔

|w|∏
i=1

u(i) = m

This generalizes the modulo counting we were doing earlier, which can be thought of
as working with cyclic groups. The set of all monoid quantifiers where the monoids are
groups are called group quantifiers
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2.5. FIRST ORDER LOGIC

2.5.3 Extended first order logic

Earlier we defined τ = {a, a ∈ Σ,<,+,≡, succ}. Let υ ⊆ τ be a signature, such that υ
contains unary predicates a, where a ∈ Σ. Then we denote by FO[υ], first order logic
using the relations and constants in υ. We denote by FOunC[υ] the logic extending first
order logic with unary counting quantifiers.

maj[<] denotes the logic closed under majority quantifiers. It is known that the majority
quantifiers are equivalent to unary counting quantifiers [Ruh99a]. A detailed study of
majority quantifiers can be found in the thesis of Krebs [Kre08].

Closing FO[υ] under modulo counting quantifiers give us FOmod[υ]. Let t be an atomic
formula in FO[υ]. Then the logic FOmod[υ] is defined as

φ ::= t | φ1 ∨ φ2 | ¬φ | ∃xφ | ∃r,qxφ, for q > 0, 0 ≤ r < q

If the only modulo counting quantifiers used are of the form ∃r,q, r < q for a fixed q, then
the logic is called FOmod(q)[υ]. Extending FO[υ] with group quantifiers, give us the logic
FOgrp[υ]. If the only group we use is G, then we get the logic FOgrp(G)[υ]. Similarly if
the only quantifiers used are group quantifiers then the logic will be denoted by group[υ].

Let S be a set of monoids. Then, we define the logic LS[υ] to be built from the, the
binary predicate {=}, the predicates in υ, the variable symbolsV, the Boolean connectives
{¬,∨,∧}, and the monoid quantifiers Qm

M, where M ∈ S is a monoid and m ∈ M. We also
identify the logic class LS[υ] with the set of all languages definable in it.

The following “shorthand” notation is used to avoid clutter. We denote by Qm
M x φ 〈α1, . . . ,αK〉,

the formula Qm
M x〈φ∧ α1, . . . , φ∧ αK〉. Informally, this relativizes the quantifier to the po-

sitions where φ is true, by multiplying with the identity of M in all other places.

Consider the monoid U1. It is easy to see that the word problem defined by U1 and the set
{0} defines the regular language 1∗0{0, 1}∗. Then Q0

U1
is same as the existential quantifier

∃, since any formula ∃xφ is equivalent to Q0
U1

x 〈φ〉. So the logic LU1 [<] denotes first-
order logic, FO[<]. Let Cq stand for the cyclic group with q elements. Then the quantifiers
Q1

Cq
corresponds to the modulo counting quantifiers we defined earlier.

The following result connects semigroups and monoid quantifiers. It gives an algebraic
characterization for the logic LS[<].

Lemma 2.5.3 ([Str94]). Let S ⊆ M and L ⊆ Σ∗ be such that M is the smallest monoid
which recognizes L. Then L is definable in LS[<] iff M divides a monoid in bpc(S ).

The notation FOk[υ] denotes the sublogic of FO[υ] which uses only k variables. The logic
permits reuse of variables though.
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2.5. FIRST ORDER LOGIC

Presburger arithmetic is the first order theory of the natural numbers with addition. That
is the signature does not contain any unary alphabet. The binary relations are linear order
and addition. We denote this logic as FO over (N,<,+).

We denote by qd(α), the quantifier depth of a formula α. We say that a formula α is satis-
fiable, if there is a word w and an interpretation which is a model for α. The satisfiability
problem for a logic takes as input a formula in that logic and decides whether the formula
is satisfiable or not. For a sentence φ, we define the language of φ, L(φ) = {w | w |= φ}.

2.5.4 Few examples

Let us look at a few examples of the logics we have defined above.

Example 2.5.4. Even length words can be expressed in FO[<,≡] by

∃max ∀y max ≥ y∧ (max ≡ 0( mod 2))

It says that the variable “max” is the last position in the word and it is even.

Example 2.5.5. On the other hand even number of letter a requires an FOmod[<] for-
mula:

∃(0,2)x(a(x))

Example 2.5.6. Let L = (ab + ba)∗. The logic FO2[<, succ,≡] can express L

∀x∀y(succ(x, y) ∧ x ≡ 1( mod 2)⇒ ((a(x)⇒ b(y)) ∧ (b(x)⇒ a(y))

The formula says that if there is an a (b) at an odd position then its successor position
should be a b (a).

Example 2.5.7. The “dot depth k” language which allows at most k more a’s than b’s can
be defined in FO2unC[<, succ]. The formula below which uses addition can be written
using successor and taking k + 1 disjuncts:

∀x((#y(y ≤ x ∧ a(y) ≤ y) ∧ (y ≤ #y(y ≤ x ∧ b(y)) + k))

Note that we only used two variables.
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3

S U RV E Y O N R E G U L A R L A N G UAG E S

3.1 expressiveness

Regular languages are among the most studied area in computer science. Kleene’s the-
orem [Kle56] established that regular expressions and finite automata have the same ex-
pressive power. Results of Myhill [Myh57] and Nerode [Ner58] showed that regular lan-
guages have finite index. Eilenberg (see book [Eil76]) looked at regular languages from
an algebraic point of view and finally Büchi [B6̈0] gave language preserving (and also
effective) translations between monadic second order logic and finite automata.

The most important fragment of regular languages, are the set of languages definable
by first order logic (with <). This fragment, which can be characterized by temporal
logics, has found considerable practical applications. On the other hand, the fragment
has nice algebraic properties and other interesting characterizations. The Figure 2 and the
following theorem gives some of them.

A SF

FO[<] LTL

[Sch65]

[Gab87]

[Kam68][RS71]

Figure 2: Star free Languages; Different characterizations

Theorem 3.1.1. The following are equivalent.

1. L is definable in FO[<].

2. L is definable by a star free expression.
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3. L is recognized by an aperiodic monoid (A).

4. L is definable by linear temporal logic.

5. L is recognized by alternating finite automata without loops.

6. L is definable in the three variable fragment of FO[<].

7. L is definable in Interval temporal logic (ITL).

Schützenberger’s theorem [Sch65] showed the equivalence of (2) and (3). Kamp [Kam68]
then showed that LTL and star free expressions are expressively equivalent. The equiva-
lence of (1) and (2) was shown by McNaughton and Papert [RS71]. The equivalence of
(2) and (5) was shown by Salomaa and Yu [SY00]. A direct proof of the equivalence of
LTL and FO[<]was given by Gabbay [Gab87] (Prior [Pri56], Pnueli [Pnu77a], Gabbay,
Pnueli, Shelah and Stavi [GPSS80]). It is easy to give a translation from formulas in LTL
to formulas in FO[<] with three variables, which shows that for every FO[<] formula
there is an equivalent formula in FO[<] which uses only three variables. See Lodaya et al.
[LPS10] for the equivalence of ITL and FO[<].

3.1.1 Group quantifier Extensions

We look at extending these logics with monoid (group) quantifiers. Barrington, Immer-
man and Straubing [BIS90] showed using the Krohn-Rhodes decomposition of finite
monoids that the regular languages can also be described by FOgrp[<], first order logic
extended with group quantifiers.

Baziramwabo, McKenzie, Thérien [BMT99] use the Krohn-Rhodes decomposition (see
Theorem 2.3.4) of monoids to show that LTLgrp formulas, LTL extended with group
computation modalities, are equivalent to regular languages. This also establishes the
three-variable property for FOgrp[<]. We capture all these results in the following figure
3 and theorem 3.1.2

Theorem 3.1.2. Let G be a finite group. The following are equivalent.

1. L is definable in FOgrp(G).

2. L is definable in LTLgrp(G).

3. L is recognized by a monoid in bpc{U1, G}.

We show the equivalence of 1 and 2 by proving that LTLgrp(G) satisfies the seperation
property 1. The property was used by Gabbay [Gab87] to show the expressive equivalence
of LTL and FO[<]. Gabbay showed that all formulas in LTL can be seperated.

1 Seperation property was defined in Preliminaries
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bpc{U1, G}

FOgrp(G)LTLgrp(G)

[BMT99] [Str94]

Figure 3: Group quantifiers - The double line is our contribution.

Theorem 3.1.3. [Gab87] The logic LTL satisfies the separation property

This result also shows that every LTL formula is initially equivalent to a formula in
tl[X,U] (that is LTL without any past modalities). That is for any formula φ in LTL,
there exists a formula φ′ in tl[X,U] such that for all words u we have that

u, 1 |= φ⇔ u, 1 |= φ′

Therefore

Theorem 3.1.4. [Sch02], [Kam68] Every LTL formula is initially equivalent to an tl[X,U]
formula.

We give a similar result for the logic LTLgrp(G).

3.1.2 A sublogic

We saw earlier that every FO[<] formula is expressively equivalent to an FO[<] formula
in three variables. The subclass of logic which uses only two variables is also interesting.
As far as expressiveness is concerned it is less powerful. It is known (see [TW98] for
example) that the logic FO2[<] is a strict subset of FO2[<, succ] which is a strict subset
of FO[<]. The two variable fragment, FO2[<] characterizes the class of unambiguous
languages. This class also has other interesting characterizations as given in Figure 4 and
the following theorem.

Theorem 3.1.5. The following are equivalent.

1. L is definable in FO2[<].

2. L is an unambiguous language.

3. L is recognized by a monoid in variety DA.
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DA UL

FO2[<] UTL

[TW98]

[Sch76]

[EVW02]

Figure 4: Unambiguous Languages; Different characterizations

4. L is definable in UTL.

5. L is in Σ2[<] ∩Π2[<].

6. L is definable in Unambiguous interval temporal logic (UITL).

The equivalence of (2), (3) and (5) were shown in [Sch76] and [PW97] and (1) and (4)
where shown to be equivalent by Etessami, Vardi and Wilke [EVW02]. See Lodaya et al.
[LPS10] for the equivalence of (6) and (1). Finally, the equivalence of (1) and (3) were
shown in [TW98].

Straubing, Therien and Thomas show in [STT95] that every formula in FOmod[<] (the
logic got by extending FO[<] with modulo counting quantifiers) is equivalent to a for-
mula in FOmod[<] with only three variables. The authors also looked at the two variable
sublogic and showed that it is a strict subset. They also show that the class is equivalent to
the set of languages recognized by the variety DA ∗Gsol 2. Straubing and Therien [ST03]
also observed the following interesting property

FO2mod[<]∩ FO[<] * FO2[<]

Consider the language L = (ab)∗. It can be defined in FO2mod[<] as follows 3:

∀y b(y)⇔ ∃(0,2)x(x < y)

It states that a word is in L iff in the word the letter b is in a position if and only if it is an
even positions. It is also possible to show that L is definable in FO[<] and not definable
in FO2[<].

In Chapter 4 we show the equivalence of LTLgrp and FOgrp[<]. In fact we give a direct
translation of an FOgrp[<] formula to an LTLgrp formula. The proof goes via showing a
“separation property” for LTLgrp.

2 Gsol denotes the set of all solvable groups
3 The syntax/semantics is given in the Preliminaries chapter 2
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3.2 satisfiability and model checking

The satisfiability and model checking questions for first order logic has been looked at by
Meyer and Stockmeyer [SM73]. From the construction of Büchi [B6̈0] we know that any
formula in first order logic can be translated into some automata in non-elementary time
4. Thus the question of satisfiability of first order logic gets reduced to non-emptiness in
automata. Thus we get an upper bound of non-elementary time for satisfiability of first
order logic. Stockmeyer [Sto74] gives a corresponding lower bound also, which is an
extension of the work of Meyer and Stockmeyer [SM73] showing that the non-emptiness
of starfree regular languages is in non-elementary time.

Theorem 3.2.1. [B6̈0, Sto74, SM73] The satisfiability of FO[<] has an upper bound of
non-elementary space.
The satisfiability of FO[<] has a lower bound of non-elementary space.
[Var82] The model checking of FO[<] is Pspace-complete.

The satisfiability of the two variable fragment of FO[<] has also generated considerable
interest. Etessami, Vardi and Wilke [EVW02] first showed that the satisfiability of FO2[<]
is Nexptime-complete, whereas from [Sto74] we have that the satisfiability of FO[<] is
non-elementary complete. Weis and Immerman [WI09], then showed that FO2[<] is Np-
complete, if the alphabet size is constant, whereas FO2[<, succ] is Nexptime-complete
even for constant alphabet size.

Theorem 3.2.2. [EVW02] The satisfiability of FO2[<] is Nexptime-complete for a grow-
ing alphabet.
[EVW02] The satisfiability of FO2[<, succ] is Nexptime-complete for any alphabet.
[WI09] The satisfiability of FO2[<] is Np-complete for a constant alphabet.

Let us now turn to Linear temporal logic. The advantage of LTL over FO[<] is that there
is a fast reduction from LTL to automata. This permits faster algorithms for checking for
satisfiability of this logic. Hence LTL has found wide use as a specification language in
industry. From the results of Pnueli [Pnu77c] we know the following.

Theorem 3.2.3. [Pnu77c, SC85] The satisfiability and model checking problem for LTL
is Pspace-complete.
The hardness holds even for the logic tl[X,F].

We can do better if X is not present.

Theorem 3.2.4. [ON80] The satisfiability and model checking problem for tl[F,P] is
Np-complete.

4 The height of the tower corresponds to the alternation between negations and existential quantifiers in the
first order logic formula.
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Serre had looked at the satisfiability of LTLmod in [Ser04]. He reduced the problem to
emptiness checking in alternating finite automata and showed a Pspace-upper bound. But
his method assumes that the “numbers” used to denote modulo counting are represented
in unary notation. Hence, if the numbers are represented in binary notation, his approach
gives an Expspace-upper bound. We later show in Chapter 5 that this can be improved to
Pspace even for binary notation.

Theorem 3.2.5. [Ser04] The satisfiability and model checking problem for LTLgrp is in
Expspace.

A comparison of these results have been collected in Table 1.

Membership for words Emptiness/non-satisfiable
DFA Logspace-complete [JR91] Nlogspace-complete
NFA Nlogspace-complete [JR91] Nlogspace-complete
SF P-complete [Pet02, Pet00] Non-Elementary-complete [SM73]
FO[<] Pspace-complete [Var82] Non-Elementary-complete [Sto74]
FO2[<] P Np-complete [WI09]
FO2[<, succ] P Nexptime-complete [EVW02]
LTL NC1-hard,P [DS02] Pspace-complete [SC85]
LTLmod NC1-hard,P Expspace [Ser04]

Table 1: Comparison of Satisfiability/Membership of word models for various logics (as-
sumes constant alphabet). Note that the model checking problem for LTL is Pspace-hard,
where the given model is a Kripke structure. This table assumes that the given model is a
word.

We look at the satisfiability and model checking problems for these logics when extended
with modulo counting quantifiers and group quantifiers.

In Chapter 5 we look at the satisfiability and model checking for LTLgrp and its sublogics.

In Chapter 6 we look at these questions for FO[<] with modulo counting (and group
quantifiers) and its various sublogics, especially the two variable fragment of this logic.
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4

LT L G R P E X P R E S S I V E N E S S ( E Q U I VA L E N C E W I T H F O G R P [<] )

4.1 introduction

In this chapter we give a Gabbay-style [Gab87] separation-based proof of the equivalence
of LTLgrp and FOgrp[<]. We show that LTLgrp(G) has the separation property and using
that to show that the logic is equivalent to FOgrp(G)[<].

We also look at unary temporal logic UTL[EVW02]. Recall that UTL=tl[X,Y,F,P]. We
extend the technique of Etessami, Vardi and Wilke ([EVW02]) to show that UTL extended
with group operators has the same expressive power as FOgrp[<, succ] which uses only
two variables.

In sections 4.2 and 4.2.1 we will be working over the strict until, Ŭ and strict since, S̆
modalities. Note that, strict until (strict since) can be simulated by until (since) and next
(yesterday) operator and vice versa.

Recall from the Preliminaries that for an ordered set of formulas 〈φ1, . . . , φk〉, the notation
Γ j denotes the formula φ j ∧

∧
i< j ¬φi.

4.2 properties of ltlgrp

We first look at certain properties of the logic LTLgrp. Our first observation is that the
formulas in LTLgrp have a normal form.

Theorem 4.2.1. Let α ∈ LTLgrp. Then there exists a group Gα and a formula α̂ ∈

LTLgrp(Gα) such that α and α̂ are expressively equivalent. That is for all word models u
and for all i ≤ |u|

u, i |= α⇔ u, i |= α̂

Proof. Take Gα to be the cross product of all the groups in α. Now any group G can be
replaced by Gα by suitably choosing the accepting group element. �
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Hence we can always work with formulas over LTLgrp(G), for some group G. Our next
theorem says that the future group operator can simulate the past group operator (and vice
versa) in the presence of future and past operators.

Theorem 4.2.2. Let α ∈ LTLgrp(G). Then α is equivalent to a formula α̂, where α̂ do not
contain any past group operator.

Proof. We replace all past group operators by future group operators as follows. Let
β := GP

g 〈φ1, . . . , φk〉 be a formula. Assume that all the formulas φ1, ..., φk do not contain
any past group operator. We claim that β is equivalent to

β̂ =
∨

l, j∈[k]

GF
gl
〈φ1, . . . , φk〉 ∧ P̆ H̆ GF

g.g−1
j .gl
〈φ1, . . . , φk〉 ∧ Γ j

We use Figure 5 to explain the equivalence. Let u be a word and i ≤ |u| such that u, i |= β.
Then

∏i
r=1 Γ(u, r) = g (the group value at a point is denoted by Γ. See Preliminaries

chapter 2). There exists some l, j ∈ [k] such that Γ(u, i) = g j,
∏|u|

r=i Γ(u, r) = gl and∏|u|
r=1 Γ(u, r) = g.g−1

j .gl.

Therefore u, i |= β iff u, i |= β̂. �

1︸                ︷︷                ︸
g6

u u
-

g.g−1
j gl

gl -

g j

i?

Figure 5: Future Group modality can simulate Past Group modality

Observe that the formula β̂ in the proof above is an impure formula, even if β was one.
This takes us to the next section, where we show that any formula in LTLgrp(G) can be
written as a boolean combination of pure formulas.

4.2.1 Separation property of LTLgrp

We say that a formula can be separated if it can be written as a boolean combination of
pure past, pure present and pure future formulas. We say that a logic satisfies the sepa-
ration property [Gab87] if all formulas in that logic can be separated. Gabbay [Gab87]
showed that LTL satisfies the separation property.

We next show that the logic LTLgrp(G), for a finite group G has the separation property.
The proof is given by a series of technical lemmas. The translations given below in
Lemma 4.2.3 is the base case for the full proof.

Lemma 4.2.3. The following formulas can be separated.
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1. GF
g 〈(aS̆b∧ β) ∨ φ1, . . . , φk〉

2. GF
g 〈(G

P
g′〈γ1, ..., γk〉 ∧ β) ∨ φ1, . . . , φk〉

3. α1Ŭ(GP
g′〈γ1, ..., γk〉 ∧ α2)

4. (GP
g′〈γ1, ..., γk〉 ∨ α2)Ŭα1

5. GP
g 〈(aŬb∧ β) ∨ φ1, . . . , φk〉

6. GP
g 〈(G

F
g′〈γ1, ..., γk〉 ∧ β) ∨ φ1, . . . , φk〉

7. α1S̆(GF
g′〈γ1, ..., γk〉 ∧ α2)

8. (GF
g′〈γ1, ..., γk〉 ∨ α2)S̆α1

Proof. (1): Consider a word u as given in Figure 6. Let x be the position such that
u, x |= GF

g 〈(aS̆b ∧ β) ∨ φ1, . . . , φk〉. Consider positions y, z such that x < y < z and
u, y |= b and u, l |= a for all l, where y < l < z. Moreover let u, z |= β. That is z is where
aS̆b ∧ β is true. Observe that (y, z) is a block of states which satisfy aS̆b formula. Our
idea is to get the group value computed in this interval. We consider the case where x
does not satisfy the formula aS̆b (the solution can be easily modified to the case when x
satisfies aS̆b).

u uu
x
6

y
6

b

-g′
-�g = g′g′′−1 z
6

β

-g′′

︷            ︸︸            ︷a

Figure 6: Timeline for aS̆b∧ β

Let Θ = 〈φ1, ..., φk〉. We now give a formula ψg which is true at all positions which satisfy
b∧ aŬβ and the group value computed for the block of as until β is g.

ψg :=
∨

g′=g.g′′
b∧ (aŬ(β∧GF

g′′Θ)) ∧GF
g′Θ

Thus ψg is true at y iff the group value in the interval (y, z) is g. Let γ = ¬(b ∧ aŬβ).
Now the following formula is equivalent to the original formula.

GF
g 〈(γ ∧ φ1) ∨ ψg1 , ..., (γ ∧ φk) ∨ ψgk〉

The formula evaluates φis only when the position satisfy γ. Otherwise one of the ψgis
would have calculated the group value for the entire block.
(2,3,4): Consider the word u given in Figure 7. Let us assume that the position x is such
that

u, x |= GP
gi
〈γ1, . . . γk〉 ∧ Γl ∧ GF

g j′
〈γ1, . . . , γk〉
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Take h = gl.g j′ and let u, y |= GP
g′〈γ1, ..., γk〉. Then the group value of the interval (x, y) is

m = g−1
i g′. Therefore the group value of points from y onwards is m−1h which is g′−1gih

Then any point in the future will satisfy GP
g′〈γ1, ..., γk〉 iff it also satisfies GF

g′−1gih
〈γ1, ...γk〉.

That is
u, y |= GP

g′〈γ1, ..., γk〉 ⇔ u, y |= GF
g′−1gih

〈γ1, ...γk〉

This lets us replace the past group operator with a future group operator and vice versa.
(5,6,7,8): These formulas are got by replacing past operators with future operators and
vice versa in the formulas in 1,2,3,4. By the same arguments above we can show that
these formulas can also be separated.

︸                        ︷︷                        ︸
g′g−1

i
6 6

u u
x y

� gi

g′
�

-
h

-g′−1gih

Figure 7: Timeline for GP
g′〈...〉

�

Lemma 4.2.4. The following translations are equivalent.

1. α1S̆(α2 ∨ α3) ≡ α1S̆α2 ∨ α1S̆α3

2. (α1 ∧ α2)S̆α3 ≡ α1S̆α3 ∧ α2S̆α3

3. ¬(aS̆b) ≡ (¬bS̆¬a) ∨ H̆¬b

4. ¬GP
g 〈φ1, . . . , φk〉 ≡

∨
g,gi GP

gi
〈φ1, . . . , φk〉

5. α1Ŭ(α2 ∨ α3) ≡ α1Ŭα2 ∨ α1Ŭα3

6. (α1 ∧ α2)Ŭα3 ≡ α1Ŭα3 ∧ α2Ŭα3

7. ¬(aŬb) ≡ (¬bŬ¬a) ∨ Ğ¬b

8. ¬GF
g 〈φ1, . . . , φk〉 ≡

∨
g,gi GF

gi
〈φ1, . . . , φk〉

Proof. The correctness of (4) and (8) follows from the semantics of the group operator.
The rest of the statements are standard LTL equivalence statements. These can be found
in [Gab87]. �

Lemma 4.2.3 and Lemma 4.2.4 let us replace past operators nested inside future opera-
tors by future operators. Observe that there are dual Lemmas where the past operator is
replaced by the future operator and vice versa. Using these two lemmas we give a series
of lemmas to show that formulas in LTLgrp can be separated. These lemmas are proved
using induction on the structure of the formula.
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Lemma 4.2.5. 1. Let a, b be propositional formulas. Let α, β and φ1, ..., φk be formu-
las where Ŭ appears only in the subformula aŬb. Then αS̆β, GP

g 〈φ1, . . . , φk〉 can be
separated.

2. Let a, b be propositional formulas. Let α, β and φ1, ..., φk be formulas where S̆
appears only in the subformula aS̆b. Then αŬβ, GF

g 〈φ1, . . . , φk〉 can be separated.

Proof. Observe that the (ii)nd statement is the (i)st statement with past modalities re-
placed by future modalities and vice versa. We prove (i) now.
Gabbay [Gab87] shows how to separate the formula αS̆β. So let us consider the for-
mula GP

g 〈φ1, . . . , φk〉. Let each φi be a boolean combination of aŬb and propositions. To
rewrite GP

g 〈φ1, . . . , φk〉 as boolean combination of pure Future and pure Past formulas, we
apply the transformations given in Lemma 4.2.3 repeatedly which gives us a separated
formula. �

Lemma 4.2.6. 1. Let a1, ..., ak be propositional formulas. Let α, β and φ1, ..., φk be
formulas having only the modality GF

g 〈a1, ..., ak〉. Then αS̆β, GP
g′〈φ1, . . . , φk〉 can be

separated.

2. Let a1, ..., ak be propositional formulas. Let α, β and φ1, ..., φk be formulas having
only the modality GP

g 〈a1, ..., ak〉. Then αŬβ, GF
g′〈φ1, . . . , φk〉 can be separated.

Proof. Repeated application of Lemma 4.2.3 and Lemma 4.2.4 give us a separated for-
mula. �

We now look at formulas where an until modality (since modality) is nested inside a past
modality (future modality).

Lemma 4.2.7. 1. Let a1, ..., an, b1, ..., bn be propositional formulas. Let α, β and φ1, ..., φk
be formulas where Ŭ appears only in subformulas of the form Ui = aiŬbi, for all
i ≤ n. Then αS̆β, GP

g 〈φ1, . . . , φk〉 can be separated.

2. Let a1, ..., an, b1, ..., bn be propositional formulas. Let α, β and φ1, ..., φk be formulas
where S̆ appears only in subformulas of the form S i = aiS̆bi, for all i ≤ n. Then
αŬβ, GF

g 〈φ1, . . . , φk〉 can be separated.

Proof. We prove (i) and claim that the proof for (ii) is similar. When ψ = αS β, this can
be separated by the arguments of Gabbay. So let ψ = GP

g 〈φ1, . . . , φk〉. Let {U1, ..., Un} be
the n Until formulas used in the φis. We first replace the Until formulas U1, ..., Un−1 by
new propositions p1, ..., pn−1. Let the new formula be called ψ̂. By Lemma 4.2.5 we know
that we can find a separated formula equivalent to ψ̂. Now replace pn−1 in the formula by
Un−1 and again apply Lemma 4.2.5. Observe that we did not introduce any new Untils
when we separated. After n rounds we get a formula which is separated. �

Lemma 4.2.8. 1. Let a1, ..., an, b1, ..., bn be propositional formulas. Let α, β and φ1, ..., φk
be formulas having only the modality GF

g 〈a1, ..., ak〉. Then αS̆β, GP
g′〈φ1, . . . , φk〉 can

be separated.
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2. Let a1, ..., an, b1, ..., bn be propositional formulas. Let α, β and φ1, ..., φk be formulas
having only the modality GP

g 〈a1, ..., ak〉. Then αŬβ, GF
g′〈φ1, . . . , φk〉 can be sepa-

rated.

Proof. The proof is similar to the proof of Lemma 4.2.7. In (i) we replace ∀i < n, GF
g 〈a1, ..., ak〉

by new propositions pi. We then apply 4.2.5 and continue as in the proof of Lemma
4.2.7. �

Lemma 4.2.9. 1. Let a1, ..., an, b1, ..., bn be propositional formulas. Let α, β be formu-
las having only the modality ∀i ≤ n : Ui = aiŬbis or GF

g 〈a1, ..., ak〉. Then αS̆β,
GP

g′〈φ1, . . . , φk〉 can be separated.

2. Let a1, ..., an, b1, ..., bn be propositional formulas. Let α, β be formulas having only
the modality ∀i ≤ n : Ui = aiS̆bis or GP

g 〈a1, ..., ak〉. Then αŬβ, GF
g′〈φ1, . . . , φk〉 can

be separated.

Proof. The proof is by combining the two Lemma 4.2.7 and Lemma 4.2.8. �

Now we look at formulas having future (past) modalities but without any past (future)
modality nested inside a future or a past modality. That is no modality is nested inside
a Future (Past) modality, but Past and Future modalities can be nested with Past (Future)
modality.

Lemma 4.2.10. 1. Let a1, ..., ak, b1, ..., bk be propositional formulas. Let α be a for-
mula such that the Future modalities are of the form ∀i ≤ n : Ui = aiŬbis or
GF

g 〈a1, ..., ak〉. Then α can be separated.

2. Let a1, ..., ak, b1, ..., bk be propositional formulas. Let α be a formula such that the
Future modalities are of the form ∀i ≤ n : Ui = aiS̆bis or GP

g 〈a1, ..., ak〉. Then α
can be separated.

Proof. We prove (i) and claim that the proof for (ii) is similar. Let the Past depth be n. If
n = 0 the claim is trivially true. When n = 1 the claim follows from Lemma 4.2.9. For
depth n > 1 we repeatedly apply Lemma 4.2.9 to the most deeply nested Past modality.
After each application of the Lemma the depth of the Past modality is reduced and hence
after n steps we get a separated formula. �

Now we consider formulas which can have Future modalities nested inside the Past modal-
ity.

Lemma 4.2.11. Let α be a formula such that no Past (Future) modality is nested inside a
Future (Past) modality. Then α can be separated.

Proof. The proof is by induction on the depth n of the Future (Past) modality. n = 1 was
proved by Lemma 4.2.10. When n > 1, we replace all Future (Past) modalities at Future
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(Past) depth ≥ 2 by new propositions pi. Let the resultant formula be α̂. Observe that the
Future (Past) depth of α̂ is one and hence can be separated by Lemma 4.2.10. Now replace
all the pis by the Future (Past) modalites we replaced them with. Observe that we have
reduced the Future (Past) depth. We repeat the above process until we get a separated
formula. �

Finally we show that any formula α ∈ LTLgrp can be separated.

Theorem 4.2.12. Let α be an LTLgrp(G) formula. Then α can be separated.

Proof. This involves induction on the alternation depth n of the formula α. n = 1 was
proved in Lemma 4.2.11. When n > 1, we replace the modalities by propositions such that
we get a formula α̂ which is of alternation depth one. Lemma 4.2.11 will give a separated
α̂′ formula equivalent to α̂. Now replace the propositions in α̂′ with the modalities we
had earlier replaced with. The formula we get is of alternation depth lesser than α. Hence
we can repeat the procedure until we get a formula which is separated. �

Corollary 4.2.13. Let α be an LTLgrp formula. Then α can be separated.

Proof. From Theorem 4.2.1 we know that there exists an equivalent formula α̂ ∈ LTLgrp(G)
for some finite group G. Then Theorem 4.2.12 gives us separation. �

Corollary 4.2.14. Every LTLgrp formula is initially equivalent to a formula with only
future modalities.

Proof. Let α be an LTLgrp formula. By Theorem 4.2.12 α can be separated. We can
now replace the past formulas with false since all statements regarding past are false at
the 1st position. The resultant formula which is equivalent to α now contains only future
modalities. �

4.2.2 Expressive Completeness of LTLgrp

Lemma 4.2.15. LTLgrp has separation property iff it is expressively complete for FOgrp[<].

Proof. (⇐): Let α be an LTLgrp formula. We can now write a first order logic formula,
α′(x) on free variable x, such that it is equivalent to α. First order logic formulas can
be separated using relativization. This can be proved by induction on the structure of the
formula. The atomic case is trivial. Formulas of form ∃yφ(x, y) can be replaced by

∃y((y < x) ∧ φ(x, y)) ∨ φ(x, x) ∨ (∃y(y > x ∧ φ(x, y)))

Now a formula of type ∃y(y > x ∧ φ(x, y)) can be replaced by a pure future LTLgrp
formula (since LTLgrp is expressively complete for FOgrp[<]). Similarly we can replace
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pure past and pure present FOgrp[<] formulas by pure past and pure present LTLgrp for-
mulas. A similar proof can be given for group quantifiers too.
Now since LTLgrp is expressively complete for FOgrp[<] each of the separated formulas
can be replaced with LTLgrp formulas. This gives us a separated formula.
(⇒): We show that for an FOgrp[<] formula with one free variable we can give an equiv-
alent LTLgrp formula. Let P1, ..., Pn be the unary predicates. The proof is by induction
on the quantifier depth. For the base case we assume formulas with no quantifiers. This
consists of boolean combination of formulas of the form Pi(x). The translation of this
formula will be boolean combination of formulas of the form pi.
Now let us assume that all FOgrp[<] formulas with one free variable and of quantifier
depth < k over any constant number of unary predicates (alphabet) can be converted into
an LTLgrp formula. Let Q be a quantifier. Consider the formula ψ(x) = Qy φ(x, y) such
that φ is of quantifier depth < k. We first remove x from ψ as follows. All subformulae of
the form x = x, x < x, x > x are replaced by >,⊥,⊥ respectively. Now we rewrite φ as
follows (here ~v ∈ {0, 1}n):

φ̂(x) =
∨

~v={0,1}n
((

n∧
i=1

Pi(x)⇔ vi)⇒ φ~v(x))

Here φ~v(x) replaces all occurrences of subformulas of the form Pi(x) with >,⊥ de-
pending on vi. Now the subformulas in each of φ~v containing x will be of the form
x < z, x > z, x = z, where z is some other variable in φ. We remove these formulae by
introducing three new unary predicates R<, R>, R= and replacing x op z by Rop(z) (op
:= {<,>,=}). The resultant formula φ~v will not contain any occurrence of x. Moreover
if we assume the interpretations for Rop it will be equivalent to the old formula. That is
w, i |= ψ(x) if and only if w |= Qy φ̂(x) provided we interpret R<(z) = > ⇔ i < z,
R>(z) = > ⇔ i > z and R=(z) = > ⇔ i = z.
Case 1, Q = ∃: Since φ~v(y) is a formula with one free variable and quantifier depth < k,
we can apply the inductive hypothesis to get an LTLgrp formula γ with new propositions
r<, r>, r=. We now write β = Pγ ∨ γ ∨ Fγ. From Corollary 4.2.14 it follows that β can be
separated into a boolean combination of pure past, pure present and pure future formulas.
Finally in all the pure past formulas we replace r<, r>, r= with >,⊥,⊥ respectively. Sim-
ilarly one can replace all the rop formulae with >,⊥ in the pure future, and pure present
formulae.
Case 2, Q = Qg

G: Let ψ~v = Qg
Gy 〈φ~v1(y), . . . , φ

~v
k(y)〉. Since φ~vi (y)s are formulas with

one free variable and quantifier depth < k, we can apply the inductive hypothesis to get
LTLgrp formulas φis with new propositions r<, r>, r=.
Let us denote by Φ = 〈φ1, ..., φk〉. Then we can write β =

∨
i, j,l GP

gi
Φ ∧ Γl ∧GF

g j
Φ, such

that gi.gl.g j = g.
From Corollary 4.2.14 β can be separated into a boolean combination of pure past, pure
present and pure future formulas. Finally in all the pure past formulas we replace r<, r>, r=
with >,⊥,⊥ respectively. Similarly one can replace all the rop formulae with >,⊥ in the
pure future, and pure present formulae.
So we have shown that the formula ψ(x) has an equivalent LTLgrp formula. �
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Lemma 4.2.15 along with Theorem 4.2.12 gives us that

Theorem 4.2.16. LTLgrp is expressively complete for FOgrp[<]

As a corollary we get

Corollary 4.2.17. Every FOgrp[<] (FOmod[<]) formula with one free variable has an
equivalent formula using three variables.

Proof. Let φ(x) be an FOgrp[<] (FOmod[<]) formula. By Theorem 4.2.16 we know
that there exists an equivalent LTLgrp (LTLmod) formula ψ. We now inductively built an
FOgrp[<] (FOmod[<]) formula from ψ as follows. The translation, t : LTLgrp×{x, y, z} →
FOgrp[<] is inductively given. Let tx(α), ty(α), tz(α) denotes t(α, x), t(α, y), t(α, z)
respectively. For a formula α we give the translation tx by the Table 2. Clearly this

LTLgrp FOgrp[<]
p P(x)
α∨ β tx(α) ∨ tx(β)
¬α ¬tx(α(x))
αŬβ ∃y (y > x) ∧ ty(β(y)) ∧ ∀z (x < z < y)⇒ tz(α(z))
αS̆β ∃y (y < x) ∧ ty(β(y)) ∧ ∀z (y < z < x)⇒ tz(α(z))
GF

g 〈φ1, ..., φk〉 Qg
Gy 〈(x < y) ∧ ty(φ1(y)), . . . , (x < y) ∧ ty(φk(y))〉

GP
g 〈φ1, ..., φk〉 Qg

Gy 〈(x > y) ∧ ty(φ1(y)), . . . , (x > y) ∧ ty(φk(y))〉

Table 2: Translation from LTLgrp formula to FOgrp[<] formula.

translation uses only three variables and hence we get an equivalent FOgrp[<] (FOmod[<])
formula in three variables. �

Note that we can give a similar proof for the following claims.

Theorem 4.2.18. Let G be a finite group. Then the following holds.

• LTLgrp(G) has separation property iff it is expressively complete for FOgrp(G)[<].

• LTLgrp(G) is expressively complete for FOgrp(G)[<].

• Every FOgrp(G) formula with one free variable has an equivalent formula using
three variables.

4.3 utl and two variable fragment of fo[<]

Here we show that tl[F,P,grp] is expressively complete for the two variable logic frag-
ment of FOgrp[<], (written as FO2grp[<]).
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Theorem 4.3.1. tl[F,P,grp] is expressively complete for FO2grp[<].

Proof. The translation is recursive. For the atomic formulas, boolean combinations and
existential formulas we would refer the readers to follow the proof by Etessami et al
[EVW02]. We give here the translation for the group quantifier (A similar translation can
be given for the modulo quantifiers). Let

φ(x) := Qg
Gy 〈φ1(x, y), . . . , φk(x, y)〉

Each of the φ j(x, y), for j ≤ k can be rewritten as

φ j(x, y) := τ j(γ j
1(x, y), ..., γ j

r(x, y),α j
1(x), ...,α j

s(x), β j
1(y), ..., β j

t (y))

Here τ js are boolean propositional formula. γ j
i s are order formulas of the form x < y, x =

y, x > y. α j
i s and β j

i s are formulas whose quantifier depth is less than the quantifier depth
of φ(x). Moreover α j

i s and β j
i s are of type atomic or existential or group quantified. We

first take out the α j
i s outside the group quantifier. For a vector ~v = (v1, . . . , vsk) ∈ {0, 1}sk

we define

ψ
j
~v(x, y) = τ j(γ j

1(x, y), ..., γ j
r(x, y), v j,1, ..., v j,s, β

j
1(y), ..., β j

t (y))

Let ψg for a g ∈ G be Qg
Gy 〈ψ1

~v(x, y), . . . ,ψk
~v(x, y)〉. Then we can rewrite φ as:

φ(x) :=
∨

v∈{0,1}ks

(
∧

j≤k,i<s

α
j
i (x)⇔ v j,i) ∧ ψ

g(x)

Observe that the γ j
i s are order formulas. Let Γ = {x < y, x = y, x > y}, be the set of all

order relations between x and y. For any order relation, o ∈ Γ, γ j
i s will be evaluated to

{T , F}. Let ψo
g be the formula got by replacing γ j

i with T /F in ψg(x) depending on the
order o. Observe that x does not appear free in ψo

g. Thus we get

φ(x) :=
∨

v∈{0,1}ks

(
∧

j≤k,i<s

α
j
i (x)⇔ v j,i) ∧

∨
g1g2g3=g

ψ
y<x
g1 ∧ ψ

x=y
g2 ∧ ψ

y>x
g3

Since formulas ψo
g do not contain free variables, and since βis have quantifier depth less

than the quantifier depth of φ(x), equivalent tl[F,P,grp] formulas exists. Formulas α j
i (x)

have equivalent tl[F,P,grp] formulas, since their quantifier depths are less than the quan-
tifier depth of φ(x). Hence we get an tl[F,P,grp] formula equivalent to φ.

�

By following the above arguments one can also show.

Theorem 4.3.2. tl[F,P,X,Y,grp] is expressively complete for FO2grp[<, succ].
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4.4 discussion

In this chapter we saw that the counting versions of LTL are expressively equivalent to the
counting versions of FO[<], namely LTLmod is expressively as powerful as FOmod[<].
Infact these results can be extended to show that LTLgrp can express all languages ex-
pressible in FOgrp[<]. We could also show that LTLmod (or even LTLgrp) satisfies the
separation property, that is any formula in LTLmod (LTLgrp) is equivalent to a formula
which is a boolean combination of pure future, pure past and present formulas. This sepa-
ration property also shows that any LTLgrp formula is initially equivalent to a pure future
formula.

The significance of the above equivalence result is as follows. We know that FOgrp[<]
can express any regular language. Thus, now we can write temporal logic formulas which
can express any regular language property. This coupled with our Pspace algorithm in the
next chapter can be of use in verification purposes.

Baziramwabo, McKenzie and Thérien [BMT99] had given an algebraic characterization
for LTLgrp. It then follows, from the algebraic characterization of FOgrp[<], that LTLgrp
and FOgrp[<] define the same set of languages. The following Figure 8 puts our contri-
bution in perspective.

Monoids

FOgrp[<]

LTLgrp

[BMT99]
[Str94]

Figure 8: Equivalence of LTL and FO[<] in the presence of group quantifiers. The arrows
denote language equivalence. The double arrow is our contribution

We also saw that the two variable fragment of first order logic, FO2grp[<, succ] also has
an equivalent temporal logic fragment, UTL extended with group operators, which is
tl[F,P,X,Y,grp]. The language equivalence of these various fragments of LTLgrp and
FOgrp[<] are captured in Table 3.
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Temporal logic First order logic
LTLgrp FOgrp[<]
LTLgrp(G) FOgrp(G)[<]
tl[F, P, grp] FO2grp[<]
tl[F, P, X, Y, grp] FO2grp[<, succ]
tl[F, P, grp(G), len] FO2grp(G)[<,≡]
tl[F, P, X, Y, grp(G), len] FO2grp(G)[<, succ,≡]
tl[F, P,mod] FO2mod[<]
tl[F, P, X, Y,mod] FO2mod[<, succ]
tl[F, P,mod(q), len] FO2mod(q)[<,≡]
tl[F, P, X, Y,mod(q), len] FO2mod(q)[<, succ,≡]
tl[F, P, len] FO2[<,≡]
tl[F, P, X, Y, len] FO2[<, succ,≡]

Table 3: Expressive power of various fragments of LTLgrp
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5

LT L G R P S AT I S F I A B I L I T Y

5.1 introduction

In this chapter we show that satisfiability of LTLgrp is in Pspace even when using the suc-
cinct notation (ie. binary notation to represent modulo counting and symmetric groups for
the group operation). Unlike Serre [Ser04], we do not use alternating automata but ordi-
nary NFA and the standard “formula automaton” construction in our decision procedure.
Next we give a corresponding lower bound. Our second result shows that satisfiability of
tl[F,mod(2)] is Pspace-hard. Since tl[F] is Np-complete, this shows that modulo counting
is powerful.

We then look at a weaker logic and show that the satisfiability problem of the logic
tl[F,P,len], is in ΣP

3 , the third level of the polynomial-time hierarchy, again irrespective
of whether we use unary or binary notation. We also give a corresponding lower bound
for the logic tl[F,len].

Finally we look at satisfiability of the logic tl[dur], the logic where there are no temporal
logic modalities other than one which can count propositions modulo a number. We show
that satisfiability of this logic is Np-complete.

Table 4 gives a summary of the results of this chapter. Note that in the table the lower
bound results carry over from top to bottom and from left to right, whereas the upper
bound results carry over from right to left and from bottom to top.

tl [] [len] [dur] [mod] [grp]
[] Np-hard [Coo71] Np-c Np ? ?
[F] Np[ON80] ΣP

3 -complete Pspace-hard Pspace-c Pspace-c
[F, X] Pspace-hard [SC85] Pspace-c Pspace-c Pspace-c Pspace-c
[F, X, U] Pspace[Pnu77c] Pspace-c Pspace-c Pspace-c Pspace

Table 4: Upper and lower bound results for satisfiability of various temporal logics. Ex-
cept for those marked with ? the satisfiability for the rest of the logics are fully identified.
The entries which are in bold are the results of this chapter.

43



5.2. MODULO COUNTING

5.2 modulo counting

5.2.1 A Pspace upper bound

Our first main theorem shows that the upper bound for LTL satisfiability can be extended
to include the modulo and group counting computations, even when specified in succinct
notation.

Theorem 5.2.1. If an LTLgrpbinformula α0 is satisfiable then there exists a satisfying
model of size exponential in α0

Proof. The Fischer-Ladner closure of a formula α0 [FL79], denoted by CL(α0), is the
least ∆ such that

1. α0 ∈ ∆.

2. If α1 ∨ α2 ∈ ∆ then α1,α2 ∈ ∆.

3. ¬α1 ∈ ∆ iff α1 ∈ ∆

4. If Xα ∈ ∆ then α ∈ ∆

5. If α1Uα2 ∈ ∆ then α1,α2 ∈ ∆

6. The closure of modP
r,qα includes α and also has modP

s,qα for every s from 0 to q − 1.
(Notice that only one of these can be true in a state.)

7. The closure of modF
r,qα includes α and also has modF

s,qα for every s from 0 to q − 1.

8. The closure of GF
h 〈α1, . . . ,αk〉 includes α1, . . . ,αk and also contains the formulae

GF
h′〈α1, . . . ,αk〉 for every element h′ ∈ G. (Only one of these can be true at a state.)

9. The closure of GP
h 〈α1, . . . ,αk〉 includes α1, . . . ,αk and also contains the formulae

GP
h′〈α1, . . . ,αk〉 for every element h′ ∈ G.

Observe that if α0 ∈ LTLgrpbin, CL(α0) can be exponential in the size of α0, unlike the
usual linear size for LTL, since the constants r, q and h are written in succinct notation. A
state of the tableau or formula automaton which we will construct is a maximal consistent
subset of formulae from the closure of α0. Let modP

r,qα be a formula in the Fischer-Ladner
closure. However, only one of the potentially exponentially many formulae of the form
modP

s,qα, 0 ≤ s < q can consistently hold in a state. Similarly only one of the formulae of
the form modF

s,qα, 0 ≤ s < q or of the form GF
h 〈α1, . . . ,αk〉, can consistently hold. So a

state is also exponential in the size of α0. Here is a formal argument, using induction on
structure of α, that the set of states of the automaton Mα is 2O(|α|). We denote by |q| and
|G| for the input size (binary notation) and by S α the number of states in Mα.
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5.2. MODULO COUNTING

1. α = p ∈ P. This is trivial.

2. α = β∨ γ. S α = S β × S γ ≤ 2O(|β|+|γ|) (By induction hypothesis)

3. α = ¬β. This is just change of final states in Mβ.

4. α = βUγ. S α = S β × S γ ≤ 2O(|β|+|γ|)

5. α = modP
r,qβ Since any atom can have only one formula of this kind, S α = S β × q ≤

2O(|β|+|q|)

6. α = modF
r,qβ. This is similar to the case above.

7. α = GP
h 〈α1, . . . ,αk〉. Again any atom can have only one formula of this kind,

S α = S α1 × · · · × S αk × card(G) ≤ 2O(|α1|+···+|αk |+|G|).

8. α = GF
h 〈α1, . . . ,αk〉. This is again similar to the case above.

�

Corollary 5.2.2. LTLgrpbin satisfiability is in Pspace.

Proof. Since the formula automaton has exponentially many states, each state as well as
the transition relation can be represented in polynomial space. Now we can guess and
verify an accepting path in Pspace [Eme90]. �

We now look at the model checking problem for the above logics.

Theorem 5.2.3. The model checking problem for LTLgrpbinis Pspacecomplete.

Proof. Let α0 be a formula in LTLgrpbinand M a Kripke structure. Theorem 5.2.1 shows
that for a formula ¬α0 there is an exponential size model M¬α0 which captures the lan-
guage defined by ¬α0. Verifying M |= α0 is equivalent to checking whether the inter-
section of the above automatas is non-empty. This can be done by a non-deterministic
machine which uses space logarithmic in the size of both the models. The lower bound
follows from the fact that model checking for LTL is Pspace-hard. �

5.2.2 Corresponding lower bound

Next we consider the logic tl[F,mod]. It can express properties which can be expressed
by LTL but not by tl[F], for example G(p ⇔ `P

1,2) expresses alternating occurrences of
p and ¬p. Our next result shows that the satisfiability problem for tl[F,mod], even with
unary notation, is Pspace-hard.

Theorem 5.2.4. The satisfiability problem for tl[F,mod(2)] is Pspace-hard, even with the
modulo formulae restricted to counting propositions,
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5.2. MODULO COUNTING

Proof. Since the satisfiability problem for tl[X,F] is Pspace-hard [SC85], giving a satis-
fiability preserving polynomial translation from formulas in tl[X,F] to tl[F,mod(2)] will
give us the required result. It is sufficient to give a polynomial-sized translation of the
modality Xα. For each such formula, we introduce two new propositions pE

α and pO
α , and

enforce the constraints below. Let EvenPos abbreviate `P
0,2 and OddPos abbreviate `P

1,2.

1. Consider an even position (a position where EvenPos is true). At that position, we
ensure α is true if and only if pE

α is true. Similarly at an odd position, α is true if
and only if pO

α is true. The following formula can ensure this.

G
(
α⇔

(
(EvenPos⇒ pE

α ) ∧ (OddPos⇒ pO
α )

))
2. Let m be some even position. Then what we want is that the number of occurrences

of pE
α from the beginning of the word to m should be even. Similarly for an odd

position, we want the number of occurrences of pO
α from the beginning to it is odd.

The following formula takes care of this condition.

G
(
(EvenPos⇒ modP

0,2 pE
α ) ∧ (OddPos⇒ modP

0,2 pO
α )

)
3. Then all occurrences of the formula Xα are replaced by the following formula.

(EvenPos⇒ pO
α ) ∧ (OddPos⇒ pE

α ).

Let us analyze what these conditions enforce. We claim the following.

Claim 5.2.5. For an odd z, we have

w, z |= Xα⇔ w, z |= pE
α

Similarly, for an even z, we have

w, z |= Xα⇔ w, z |= pO
α

Proof. Consider a word w which satisfies the above two conditions. For a point z ≤ |w|
and a proposition p, let C(z, p) be the number of occurrences of p at points ≤ z. That is

C(z, p) = |{i ≤ z | w, i |= p}|

Let us first look at the proposition pE
α . From condition (2), we know that the count

C(z, pE
α ) is even at all even points z. Let z > 2 be an even point where α is true. By (2), the

counts C(z, pE
α ) and C(z − 2, pE

α ) should be even. But from (1) we have that w, z |= pE
α ,

and hence C(z, pE
α ) > C(z− 2, pE

α ). Since both these counts are even, the word w is forced
to satisfy the condition, w, z − 1 |= pE

α . Let us now look at the other direction. Let us as-
sume that for an even z, we have w, z− 1 |= pE

α . From (2) we have that the counts C(z, pE
α )

and C(z − 2, pE
α ) should be even and from our assumption C(z, pE

α ) > C(z − 2, pE
α ) and

hence w, z |= pE
α . From (1) it then follows that w, z |= α.

So at an odd position, Xα holds precisely when pE
α holds. Symmetrically, at an even

position, Xα holds if and only if pO
α holds. �

46



5.3. LENGTH MODULO COUNTING

From the above claim it follows that condition (3) is necessary and sufficient. Note that
Xα is replaced by a formula of size |α|+ c for a constant c. With one such translation for
every X modality, the reduction is linear. �

5.3 length modulo counting

We now consider the weaker logic tl[F,len] (Refer to Preliminaries chapter 2 for the
definition). So we can only count lengths rather than propositions, which was something
we needed in the Pspace-hardness proof in the previous section.

Note that the language (ab)∗ is in tl[F,len]. It is known [ON80, SC85, Sch02] that a
satisfiable formula in tl[F] has a polynomial sized model. Unfortunately

Proposition 5.3.1. tl[F,len] does not satisfy a polynomial model property.

Proof. Let pi be distinct primes (in unary notation) in the following formula:

F((`P
0,p1

) ∧ (`P
0,p2

) ∧ · · · ∧ (`P
0,pn

)).

Any model which satisfies this formula will be of length at least the product of the primes,
which is ≥ 2n. �

We show that the satisfiability problem of tl[F,len] is in ΣP
3 , the third level of the polynomial-

time hierarchy.

Let us first look at the sublogic tl[len]. We give a couple of technical lemmas concerning
the logic tl[len] which will be crucial to our arguments later. Observe that the truth of a
tl[len] formula in a word w at position i, does not depend on the letters at positions j , i.
That is

Lemma 5.3.2. Let α ∈tl[len] and w, i |= α. Then for all w′ such that w′[i] = w[i] we
have w′, i |= α.

Proof. We prove by induction on the structure of α. Clearly the claim holds for proposi-
tions and `P

r,q, `F
r,q since the states have the same set of propositions. It is also easy to note

that the claim is closed under conjunctions and negations. �

We now look at a non-trivial property of tl[len]. This property will be used later for our
upper bound result.

Lemma 5.3.3. Let α be a tl[len] formula. Then the following are equivalent.

1. ∀w ((|w| = n)⇒ ∃k ≤ n, (w, k) |= α)

2. (∃k ≤ n,∀w ((|w| = n)⇒ (w, k) |= α))
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5.3. LENGTH MODULO COUNTING

Proof. (2⇒ 1) : This is trivial.
(1 ⇒ 2) : Assume (1) is true but (2) is false. Let S = {w | |w| = n}. Pick a w1 ∈ S .
By the hypothesis ∃i ≤ n, (w1, i) |= α and since the claim is false, there exists some
w2 ∈ S such that (w2, i) 6|= α. If this is not true then we have a witness i, such that
∀w ∈ S (w, i) |= α. Let ui be the state at the ith location of w2. Replace the ith state in
w1 by ui without changing any other state in w1. Call this new word w3. Now by Lemma
5.3.2, (w3, i) 6|= α. Again by the hypothesis, ∃ j ≤ n, (w3, j) |= α. By the same argument
given above, ∃w4 such that (w4, j) 6|= α. We can replace the jth state of w3 by the the jth

state from w4 which makes the resultant word not satisfy α at the jth location. We continue
doing the above procedure for n steps. Since n is finite after some finite occurrence of the
above procedure, we will get a word v such that ∀k ≤ n, (v, k) 6|= α. But this implies the
hypothesis is wrong and hence a contradiction. �

The above Lemma shows that an algorithm to check the first condition, need only check
the second condition. The second condition can be easily verified by a ΣP

2 machine. We
are now going to use the above Lemma to solve the following problem.

Definition 5.3.4. (BlockS AT): Given a tl[len] formula α and two numbers m, n in binary,
the problem BlockS AT is to check whether there exists a model w of size m + n such that
(w, m) |= Gα.

Lemma 5.3.5. The problem BlockS AT is in ΠP
2 .

Proof. The algorithm takes as input a tl[len] formula α, along with two numbers m, n in
binary. Observe that since n is in binary we cannot guess the entire model. The algorithm
needs to check whether there exists a model w such that |w| = m + n and for all k, where
m ≤ k ≤ m + n, we have w, k |= α. Take the complement of this statement, which is for
all words w, where |w| = m + n, there exists a k, such that m ≤ k ≤ m + n and w, k |= ¬α.
That is ∀w, |w| = m + n ⇒ ∃k m ≤ k ≤ m + n, (w, k) |= ¬α. By the previous Lemma
5.3.3 we can check this condition by a ΣP

2 machine. Hence BlockS AT can be verified by
a ΠP

2 machine. �

5.3.1 Length modulo counting - Upper bound

We show that satisfiability of tl[F,len] can be checked in ΣP
3 , even in binary notation,

showing that this restriction does buy us something.

Note that ΣP
3 is a subset of Pspace, but it is not known whether this is a strict subset. Hence

for all practical purposes we require polynomial space in checking for satisfiability and
model checking.

Before proceeding into an algorithm, we need to introduce a few definitions. Let α be a
formula over a set of propositions P, S ubF(α) its set of future subformulae. That is

S ubF(α) = {Fβ | Fβ is a subformula of α}
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prd(α) the product over all elements of the set {n | (δ ≡ r mod n) is a subformula of α}.
Let w be a word model. We define witness index in w for α as (assume max ∅ = 1)

WI(w,α) = {max{ j | w, j |= Fβ} | Fβ ∈ S ubF(α)} ∪ {1}

This is the set of all points j, which satisfy Fβ for a subformula Fβ of α and such that there
is no point in the strict future of j which satisfy Fβ. A state at a witness index is called a
witness state. For a subformula Fβ of α, we say β is witnessed at i if i is the future most
point which satisfy β. In other words, i = max{ j | w, j |= Fβ}. Call all states other than
witness states of w as pad states of w for α.

We define a model w to be nice for α if between any two consecutive witness states of w
(for α) there are at most prd(α) number of pad states. We claim that if α is satisfiable
then it is satisfiable in a nice model.

Theorem 5.3.6. Let α be a satisfiable formula in tl[F, len]. Then there exists a nice model
w which satisfy α.

Proof. Since α is satisfiable, there exists a word w such that w, 1 |= α. Let prd(α) = q
and let i, j ∈ WI(w,α) such that j − i − 1 > q and ∀i < k < j k < WI(w,α). Let us also
assume that β1, β2 are witnessed at i and j respectively. Let w′ be the first r positions in
the subword w[i + 1, j] where j − i − 1 ≡ r( mod q) and r < q. We now construct a new
model ŵ = w[1, i]w′w[ j, |w|]. Consider the mapping

ν(k) =
{

k if k ≤ i + r
k + j − i − r − 1 otherwise

We now show for a subformula β of α that ŵ, k |= β ⇔ w, ν(k) |= β for all k ≤ |ŵ|. The
truth at a state depends only on the propositions at that state, the truth of future formulas
and the truth of the length formulas. The claim now follows, since ŵ[k] = w[ν(k)] and
k ≡ ν(k)( mod q) and the witness states are preserved. That is WI(ŵ,α) = {ν(k) | k ∈
WI(w,α)}. �

Thus, a normal model of α will be of size less than or equal to |S ubF(α)| × prd(α),
which is of size exponential in α. So guessing the normal model is too expensive, but we
can guess the witness states (the indices and propositions true at these states), which are
polynomial, verify whether the F requirements are satisfied there, and verify if there are
enough pad states to fill the gap between the witness states. We will argue that we can use
a Π2 oracle to verify the latter part. The proof is given below.

Theorem 5.3.7. Satisfiability of tl[F, len] is in ΣP
3 , even if the syntax uses binary notation.

Proof. Let α be satisfiable. We guess the following and use it to verify whether there
exists a normal word satisfying these guesses.

1. Guess k positions, 1 = l0 < l1 < l2 < ... < lk, where k ≤ |S ubF(α)| and ∀i, (li+1 −

li − 1) ≤ prd(α). We have to verify that these are the indices where the future
formulas are witnessed.
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2. Guess k + 1 sets of propositions a1, . . . , ak. These form the witness states.

3. For each index j ∈ [k + 1], guess the set B j of all β such that β is witnessed at l j.
Let B = {β | Fβ ∈ S ubF(α)}. Then

B j = {β | β ∈ B and β is witnessed at l j}

Note that ∪ j≤kB j can be a proper subset of B.

We need to verify whether there exists a normal word, w with satisfies the above properties
and finally whether it satisfies α. So as per our guess, our word w should look as follows.

w = a0w1a1w2 . . .wk−1ak

where the length of w1, w2, . . . , wk are such that, w[li] = ai for all i ≥ 0. Thus we need to
verify that

w, li |=
∧
β∈Bi

Fβ∧
i−1∧
j=0

∧
β∈B j

¬β (1)

Moreover for all i where 1 ≤ i < k, we have that |wi| ≤ q and no point in wi is a witness
state for any formula. Therefore wi satisfies the following:

w, li + 1 |= G
i∧

j=0

∧
β∈B j

¬β (2)

We verify these by iterating through all i ≤ k in a descending order. As the base case, we
verify Condition (1) for i = k. All modalities can be stripped away and verified against
the propositions true at this state and the location of the state. We give the following
mapping ν : S ubF(α)→ {>,⊥} such that

ν(Fβ) =
{
> if β ∈ Bk
⊥ otherwise

That is ν maps all future formulas guessed to be true at ak to be true and the rest to be
f alse. Using ν, we give a new mapping, ν̂ : B → tl[len] as follows. Let γ ∈ B. We
now replace all future formula in γ by {>,⊥} depending on the ν function. That is, if
Fβ ∈ S ubF(γ) then replace Fβ in γ by ν(Fβ). Now we verify if for all γ ∈ B, whether
w, lk |= ν̂(γ) or not. Thus we have verified the guesses at i = k. Now let us look at an
i < k. From our iteration, we could assume that for all j > i we have that the guesses
are correct. Let us first look at verifying Condition (2). We give the following mapping
ν : S ubF(α)→ {>,⊥} such that

ν(Fβ) =
{
> if β ∈ ∪ j>iB j
⊥ otherwise

Again, we give a new mapping, ν̂ : B → tl[len] as was given above. That is by
replacing all subformulas by > or ⊥ depending on whether ν(Fβ) is > or not. Let
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γ = G
∧i

j=0
∧
β∈B j ¬ν̂(β), got by replacing β by ν(β) in the formula in Condition (2).

We need to check whether there exists a word, wi+1 of length (li+1 − li + 1) such that
w[1, li]wi+1, li + 1 |= γ. From Lemma 5.3.5, we see that this is the BlockS AT prop-
erty, checkable in ΠP

2 . We claim that this is equivalent to checking whether w, li + 1 |=
G

∧i
j=0

∧
β∈B j ¬β. Let us assume not. That is, let β be the smallest formula such that

w, li + 1 |= Fβ but w, li + 1 6|= ν̂(β). But this is impossible, since by induction hy-
pothesis w, li+1 6|= Fβ and by the ΠP

2 machine we know that for all t ∈ N such that
li < t ≤ li+1 w, t 6|= β, since w, t 6|= ν̂(β).

We now need to verify Condition (1). The argument for this is similar to that for i = k.

And finally we also need to check that.

w, 1 |= α (3)

This is again checkable by replacing all subformulas Fβ ∈ S ubF(α) by > or ⊥ depending
on whether there exists some j such that β ∈ B j or not. This gives us a formula in tl[len],
which can be checked easily.

The algorithm we have described is an Np procedure which uses a ΠP
2 oracle and hence

is in ΣP
3 . �

5.3.2 Length modulo counting - Lower bound

In this section we show that the satisfiability problem for tl[F, len] is ΣP
3 -hard, even if

we use unary notation and finite word models. We denote by β[p/φ] the formula got by
replacing all occurrences of the proposition p by φ in the formula β.

Let QBF3 be the set of all quantified boolean formulas which starts with an existential
block of quantifiers followed by a universal block of quantifiers which are then followed
by an existential block of quantifiers (that is there are three quantified alternation) Check-
ing whether a QBF3 formula is true is ΣP

3 -complete. We reduce from evaluation of QBF3
formulae to satisfiability of our logic.

Theorem 5.3.8. Satisfiability for tl[F, len] is hard for ΣP
3 , even if unary notation is used

for the syntax.

Proof. Let us take a formula β with three levels of alternation and which starts with an
existential block.

β = ∃x1, ..., xk∀y1, ..., yl∃z1, ..., zmB(x1, ..., xk, y1, ..., yl, z1, ..., zm)

We now give a satisfiability-preserving tlun[F,len] formula β̂ such that β is in ΣP
3 -SAT iff

∃w, (w, 1) |= β̂.
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Take the first l prime numbers p1, ..., pl. Replace the y js by `P
0,p j

. We give the formula β̂

below. It is a formula over the x and z propositions, got by replacing y j by `P
0,p j

, for all
j ≤ l.

β̂ = G( B[y j/`P
0,p j

]) ∧ F(∧l
j=1`

P
0,p j

) ∧
k∧

i=1

(Gxi ∨G¬xi)

Thanks to the prime number theorem we do not have to search too far (By the prime
number theorem, asymptotically there are l primes less than l log l and hence finding them
can be done in polynomial time.) for the primes, and primality testing can be done in
polynomial time.

We now show that the following claim is true.

β is satisfiable ⇔ β̂ is satisfiable

For bit vectors v ∈ {0, 1}k, s ∈ {0, 1}l let us denote by βv
s the formula got by removing the

outermost existential and universal quantifier in β and replacing xi by v(xi), for all i ∈ [k]
and y j by s(y j), for all j ∈ [l], in β. That is

βv
s = β[xi/v(xi)][y j/s(y j)]

Also for a number j ∈ N, we denote by ĵ the vector ( j mod p1 = 0, j mod p2 =
0, ..., j mod pl = 0).

(⇒) : Since β is satisfiable, there exists a v ∈ {0, 1}k such that for all s ∈ {0, 1}l the
formula βv

s is satisfiable. Hence for every such s, there is a vector Zs ∈ {0, 1}m such that
βv

s[zi/Zs(zi)] is valid.

We now construct a word w such that w, 1 |= β̂. Let w = a1 . . . an have the following
three properties.

• For every i ≤ m and for every j ≤ n, zi ∈ a j if and only if Z ĵ(zi) = 1.

• n =
∏l

j=1 p j.

• For every i ≤ k and for every j ≤ n we set xi ∈ a j if and only if v(xi) = 1.

Note that the above three conditions satisfies the first, second and third subformula of β̂
respectively. Hence w, 1 |= β̂.

(⇐) : Let w = a1 . . . an be such that w, 1 |= β̂. Then n ≥
∏l

j=1 p j, since w satisfies
F(∧l

j=1`
P
0,p j

). Now consider vectors v ∈ {0, 1}k and for all vectors s ∈ {0, 1}l the vector
Zs ∈ {0, 1}m such that

• For all i ≤ k, v(xi) = 1⇔ xi ∈ a1.
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• For every s ∈ {0, 1}l we find a number j ≤ n such that ĵ = s. Such a j exists since
n is large enough. Then consider the vector Zs such that Z s(zi) = 1 ⇔ zi ∈ a j for
every i ≤ m.

To show that β is satisfiable, we need to give an assignment to the xis such that for all
assignments to the y js, there is an assignment to the zrs which evaluates to true. These are
given by the assignments v and Zss.

�

5.4 satisfiability of tl[dur] logic

Let us first recall the definition of tl[dur] logic from the Preliminaries (Chapter 2). This is
a past logic closed under boolean combination and which can count propositions modulo
a number. Let α ∈ tl[dur] over the propositions P. Observe that since α is a past logic,
we want to check whether there exist some word w ∈ (2P)∗ such that w, |w| |= α. Our
idea is as follows. We first list down all the MOD formulas in α. Let

MOD(α) = {modP
r,q pi such that it is a subformula of α}

Let q = lcm{qi | mod
P
r,qi

p ∈ MOD(α)}. Now we guess the number of occurrences of each
of the pis in the word (without the last state). Let these be n1, ..., nl. The problem is now
to check if there exists a word where each of the pis occur ni (mod q) times and whether
such a word can be extended by a state to satisfy α. Clearly the second condition has a
short proof (a valuation) and hence can be verified easily. But what about the first. Below
we give a small certificate for the first condition too. We prove a stronger claim below
in the problem COUNTS AT (PROP). We claim that this problem is in Np and hence

COUNTS AT (PROP):

Input: Set of Propositions, P = {α1, . . . ,αk} and numbers q, n1, ..., nk ∈ N (numbers
given in binary)

Question: There exists a w ∈ (2P)∗ such that ∀i ≤ k : |{ j | (w, j) |= αi}| ≡ ni (mod q)?
Complexity: NP-Complete

complete for Np.
See that the size of w can be atmost exponential in the size of the input, since it can be
atmost of size q, which is exponential in the size of the input (q is written in binary).
Hence guessing w and verifying it wont give an Np algorithm. Let the different states
(valuations) of w be V = {v1, .., vn}. For a set of proposition P and valuations V we
define a k × n matrix AP,V such that k = |P| and n = |V|.

AP,V(i, j) =

1 if (v j |= αi), v j ∈ V,αi ∈ P

0 otherwise
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Let ŵ be the parikh vector of the word w (this vector counts the number of times each
different valuation appears in w). See that (A ŵ) will give the number of positions in w
which satisfies the αis (We drop the subscript from now on). Call the vector (n1, ..., nk)
by ~b. In Equation 4 we give an example matrix A and a vector ŵ.

α1
α2
...
...
αk

~v1 ~v2 ~.. ~.. ~vn
1
0
...
1
0

0
1
...
0
1

1
0
...
1
0



~̂w
3
5
...
...
1


≡q

~b
n1
n2
...
...
nk


(4)

Therefore what COUNTS AT (PROP) ask is, whether there exists a w such that

(A ŵ)mod q = b

Now we show a result from linear algebra, which is useful in proving the Np upper bound
for COUNTS AT (PROP). Consider a k× n integer matrix, A where n > k. The following
operations on a matrix are called elementary column operations: exchanging two columns,
multiplying a column by −1, and adding an integral multiple of one column to another
column. We now claim the following.

Lemma 5.4.1. [Sch98] Any k × n integer matrix A (where n > k) can be transformed into
a matrix with n − k zero columns (0 vector) by applying a series of elementary column
operations.

Proof. By induction on the number of rows, k. See that if number of rows is 1, the claim
is true. Now Consider a matrix with k rows. Assume by our induction hypothesis we are

in a position
[

B 0
C D

]
, where B is a square matrix. With elementary column operations

we can modify D such that its first row(d1, ..., dl) is non-negative and also such that the∑
di is as small as possible. We assume d1 ≥ d2 ≥ ... ≥ dl (if not interchange columns).

We claim that d2 = 0. Assume not. Then we can subtract this column with the first
column(which contains d1) making the

∑
di even smaller, a contradiction. Hence it now

follows that d2 = d3 = ... = dk = 0 and we have solved the problem for a larger matrix
(the matrix B with this new row till d1). Repeating this procedure we can convert the full
matrix into the form we wanted. �

We now prove a small model property for the problem COUNTS AT (PROP). We can
also view this as a polynomial sized certificate, which we can verify in polynomial time
making the problem in Np.

Lemma 5.4.2. Let P be a set of Propositions of size k. Then we claim
〈P, q, n1, ..., nk〉 ∈ COUNTS AT (PROP) iff
∃V ⊂ 2P, where |V| = k and ∃~v ∈ {0, ..., q}k such that (AP,V ~v)mod q = b
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Proof. (⇐) : This is trivial.
(⇒) : Let there exists a w which satisfies the conditions of the problem. Therefore there
exists a matrix, B as given in Equation 4. See that (Bŵ)mod q = b. Unfortunately the
matrix might have more columns than k. From Lemma 5.4.1. it follows that there exists k
columns(called basis vectors) such that any column in B can be represented by an integral
combination of these basis vectors. Call this new matrix A formed by taking these k
basis vectors. Also there exists a parikh vector say v such that A v ≡q Bŵ ≡q b. If any
component of v is greater than q, then just take modulo q of that number. This proves the
claim. �

Using the above theorem, it is easy to give an Np upper bound for COUNTS AT (PROP).

Theorem 5.4.3. COUNTS AT (PROP) is Np-complete.

Proof. Lemma 5.4.2 gives us a polynomial sized certificate to be verified. We guess the
matrix A, and the vector v and we check whether A v ≡q b. The latter verification can be
done in polynomial time. Lower bound is because boolean satisfiability is in NP. �

It is now easy to show that satisfiability of tl[dur] is in Np. The proof comes from the
arguments we made above showing COUNTS AT (PROP) ∈ Np.

Theorem 5.4.4. Satisfiability of tl[dur] is Np-complete.

5.5 discussion

In this chapter we looked at satisfiability and model checking problems for various exten-
sions of LTL. The extensions we looked at were all under the regular framework. We had
LTL extended with modulo counting and group extensions. The previous chapter 4 looked
at the expressiveness of these logics. This chapter shows that these extended logics can
very well be used for verification purposes, since they have the space complexity exactly
like LTL. This seems to have escaped the notice of verification researchers until now.

An interesting question to ask is: Are there other families of automata, where a “standard”
enumeration of their states and transitions can be represented in logarithmic notation, and
for which the Pspace bound will continue to hold? Identifying these families will help us
in using them for verification purposes.

A patent weakness of our approach is that LTLgrp specifications are far from perspicuous,
but we look to demonstrate an idea, and it will take specification examples from practice
to provide useful patterns for the more expressive logic.

We also observed that when LTL is extended with modulo counting, it does not matter if
the specification of the moduli is in succinct notation or not. That is even for a very weak
extension of LTL, that is tl[F,mod(2)] we get Pspace-hardness. More generally this holds
for computation within a finite symmetric group.
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Another point to note is that our Pspace hardness proof required introducing polynomial
number of propositions. Will the lower bound continue to hold in the case of constant
number of propositions? We believe not.

Open Problem 5.5.1. A tight upper and lower bound for tl[F,mod(2)] with constant
number of propositions is not known. Currently we have an upper bound of Pspace and
an Np lower bound.

If this is the case then it contrasts with tl[X,F], since it is Pspace-hard for constant number
of propositions. We bring to your notice a result by Weis and Immerman [WI09], where
it was shown that the satisfiability of FO2[<] is Nexptime-complete but with constant
number of propositions it is Np-complete.

Consider the logic with only the modulo counting operator but no temporal logic modality.
We do not know the complexity of satisfiability of this logic. The logic tl[dur], looks at
the special case when modulo counting is allowed only over propositions.

Open Problem 5.5.2. The complexity of tl[mod] is not known. We know that it lies in
between Np and Pspace.
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6

F O [<] S AT I S F I A B I L I T Y

6.1 introduction

Since satisfiability of FO[<] itself is non-elementary over words, it is of interest to study
the counting quantifiers in a weaker framework, such as the two-variable framework.

The first contribution of this chapter is to show that this upper bound extends to the slightly
stronger FO2[<, succ,≡], and that the lower bound holds even for FO2[≡] (FO2 with only
the modulo predicates or FO2[≡], that is no less than or successor relation) for a constant
alphabet size.

The second contribution of this chapter is to show that the satisfiability of FO2mod[<
, succ] is in Expspace. We also show a corresponding lower bound for the weaker logic
FO2mod(2)[<,≡]. Our upper bound results assume that the integers in modulo quantifiers
and modulo predicates are in binary, whereas our lower bound results assume they are in
unary. Thus the complexity does not depend on the representation of integers. We also
extend our results to show that the same upper bound holds for computation over finite
groups, which is the present decidability frontier. Again our upper bound assume succinct
descriptions of groups using generators rather than group elements.

6.2 upper bounds via linear temporal logic

In this section we show the satisfiability of modulo counting logics. It is easy to observe
that there exists a linear time translation from tl[F,P,X,Y,grp] to FO2grp[<, succ]. There
is an exponential time translation in the reverse direction. We restate Theorem 4.3.1 found
in Chapter 5 below.

Lemma 6.2.1. For an FO2mod[<, succ] (FO2[<, succ,≡], respectively) formula α of
quantifier depth d and size n there exists a tl[X,Y,F,P,mod] (tl[X,Y,F,P,len], resp.) for-
mula α′ of modality depth 2d and size at most O(2n), such that α and α′ accept the same
set of word models. Moreover this translation can be done in exponential time.
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Combining Lemma 6.2.1 with Corollary 5.2.2 that tl[X,Y,F,P,mod] satisfiability is in
Pspace we get that:

Theorem 6.2.2. FO2mod[<, succ] satisfiability is in Expspace.

Proof. Given a sentence α ∈ FO2mod[<, succ] then using Lemma 6.2.1 we can convert
it to an tl[X,Y,F,P,mod] formula of exponential size. Theorem 5.2.2 then gives us that
satisfiability is in Expspace. �

A similar result can be given for the extended logic FO2grp[<, succ] by combining Lemma
6.2.1 with Theorem 5.2.2 that tl[F,P,X,Y,grp] satisfiability is in Pspace.

Theorem 6.2.3. FO2grp[<, succ] satisfiability is in Expspace.

For FO2[<, succ,≡] we can do better. We next show that a satisfiable tl[X,Y,F,P,len]
formula α has a model which is polynomial in lcm(α) (where lcm(α) = lcm{q | x ≡q
r is a subformula in α}), but which is exponential in the modality depth and number of
propositions. Observe that the size of the formula is irrelevant for the model size.
The following definitions are borrowed from Etessami et al [EVW02]. They had defined
these for UTL. We extend them to tl[X,Y,F,P,len].

Definition 6.2.4. The depth of a formula α ∈ tl[X,Y,F,P,len] is (k, k′) if its {F, P} depth
is k and its {X, Y} depth is k′.

Definition 6.2.5. For a word w and a position i, the (k, k′)-type of i in w, denoted by
τ(k,k′)(w, i) is the set of all tl[X,Y,F,P,len] formulas of depth (k, k′) that hold in w at i.
That is

τ(k,k′)(w, i) = {φ | w, i |= φ, φ ∈ tl[X,Y,F,P,len], depth of φ is (k, k′)}

Let us denote by P the set of propositions and let p = |P|, be the number of propositions.

The following lemmas (Lemma 6.2.6 and 6.2.7) say that the question of satisfiability of
a formula in tl[X,Y,F,P,len], can be reduced to counting the number of distinct (k, k′)-
types possible in a word. Let T (k, k′) be the maximum number of distinct (k, k′)-types
possible in a word.

Let α be a tl[X,Y,F,P,len] formula over the alphabet P. Observe that if α is an UTL
formula we can use the Nexptime algorithm given in [EVW02] to check whether α is
satisfiable. Hence we assume that α is not an UTL formula and therefore lcm(α) is
defined and let it be equal to q. Our first aim is to understand when do two words at two
positions have the same (k, k′)-type.

Lemma 6.2.6. For two words w, w′ and positions i, i′, where 1 + k′ ≤ i ≤ |w| − k′ and
1 + k′ ≤ i′ ≤ |w′| − k′

τ(0,k′)(w, i) = τ(0,k′)(w
′, i′) iff w[i − k′, i + k′] = w′[i′ − k′, i′ + k′] and i ≡q i′
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Proof. A depth (0, k′) formula can only look at the position modulo q and the letters in
the positions at a distance of k′ to the left or right of the current position. �

The above lemma looked at the base case, when the {F, P} modalities are not present in
the formula. The following lemma captures the general case.

Lemma 6.2.7. For two words w, w′ and positions i, i′, where i ≤ |w| and i′ ≤ |w′|

τ(k+1,k′)(w, i) = τ(k+1,k′)(w
′, i′) iff


τ(0,k′)(w, i) = τ(0,k′)(w′, i′) and
{τ(k,k′)(w, j) | j < i} = {τ(k,k′)(w′, j) | j < i′} and
{τ(k,k′)(w, j) | j > i} = {τ(k,k′)(w′, j) | j > i′}

Proof. Every tl[X,Y,F,P,len] formula can be written in a “normal form”, where all the
X, Y modalities are pushed inside the {F, P}modalities. This does not change the depth of
the formula [EVW02].
(⇒) : Consider an α of the form Xφ such that α ∈ τ(0,k′)(w, i). Since the left hand side
is true, we have that α is also in τ(0,k′)(w′, i′). Similarly α < τ(0,k′)(w, i) implies that
α < τ(0,k′)(w′, i′). So let us consider an α of the form Fφ (a similar analysis can be given
for α = Pφ). Let φ ∈ τ(k,k′)(w, j), for a j > i. Then clearly we have w, j |= φ and
therefore w, i |= α. Since the left hand side is true, we get that w′, i′ |= α and hence
there exists a j′ > i′ such that w′, j′ |= φ and hence φ ∈ τ(k,k′)(w′, j′) holds. A similar
argument can be used to show that if φ < τ(k,k′)(w, j) implies φ < τ(k,k′)(w′, j′).
(⇐) : Let α be a formula in the normal form as stated above. Let α ∈ τ(k+1,k′)(w, i) such
that α ∈ τ(0,k′)(w, i). But then α ∈ τ(0,k′)(w′, i′). So let us assume that α is of the form
Fφ (the case when α = Pφ will be analogous). Then clearly there exists a j > i such that
w, j |= φ, which implies that φ ∈ τ(k,k′)(w, j). This (since the left hand side is assumed to
be true) implies that φ ∈ τ(k,k′)(w′, j′) for a j′ > i′. Hence the claim holds. �

We now show how to get a small model property for tl[X,Y,F,P,len]. The proof of the
following Lemma follows the proof of Lemma 3 in [EVW02].

Lemma 6.2.8. Let w = u1 . . . ui . . . ui′ . . . un be a word and i, i′ ≥ 1 such that τ(k,k′)(w, i) =
τ(k,k′)(w, i′) Let w′ = u1 . . . uiui′+1 . . . un. Then we have that

1. for all j ≤ i
(
τ(k,k′)(w, j) = τ(k,k′)(w′, j)

)
2. for all j ≥ i′

(
τ(k,k′)(w, j) = τ(k,k′)(w′, j − i′ + i)

)
Proof. We prove by induction on k. Let k = 0. Since for all i ≤ |w′|, w[i − k′, i + k′] =
w′[i − k′, i + k′], the claim holds for the base case.

Now, let us assume that the claim is true for all numbers less than or equal to k and
let τ(k+1,k′)(w, i) = τ(k+1,k′)(w, i′). Then by Lemma 6.2.7 {τ(k,k′)(w, j) | j < i} =
{τ(k,k′)(w, j) | j < i′} and therefore

{τ(k,k′)(w, j) | i < j < i′} ⊆ {τ(k,k′)(w, j) | j < i} (5)
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Similarly Lemma 6.2.7 gives us that

{τ(k,k′)(w, j) | i < j < i′} ⊆ {τ(k,k′)(w, j) | j > i′} (6)

We now define a mapping

ν( j) =
{

j if j ≤ i
j − i + i′ otherwise

From the inductive hypothesis, we know that τ(k,k′)(w, ν( j)) = τ(k,k′)(w′, j), for all j ≤
|w′|. Therefore we have {τ(k,k′)(w′, j) | j < i} = {τ(k,k′)(w, ν( j)) | j < i} and using
(5) we get {τ(k,k′)(w, ν( j)) | j < i} = {τ(k,k′)(w, j) | j < i′}. Similarly we can show
{τ(k,k′)(w′, j) | j > i} = {τ(k,k′)(w, j) | j > i′}. The claim now follows from Lemma
6.2.7. �

The above lemmas showed that if the two positions of a model have the same (k, k′) type,
then we can construct a smaller model. This shows that the number of distinct (k, k′) types
determine the smallest model of a formula. The following lemma counts the number of
distinct (k, k′) types true in a word. Recall that T (k, k′) is the number of distinct (k, k′)
types possible in any model.

Lemma 6.2.9. Let w be a word. Then the (k + 1, k′)-type at position i in w is uniquely
given by the (0, k′)-type at i, the (k, k′)-types that occur to its right and the (k, k′)-types
that occur to its left. In particular T (k + 1, k′) ≤ q2(p+1)(2k′+1)(k+1).

Proof. For k = 0, Lemma 6.2.6 gives us that T (0, k′) ≤ q2(p+1).(2k′+1). Consider a word
w with T (k, k′) different types. At any position i in the word consider the following pair(
{τ(k,k′)(w, j) | j ≤ i}, {τ(k,k′)(w, j) | j > i}

)
. The number of such distinct pairs is equal to

2T (k, k′) + 1 (since the left hand side is an increasing set). Therefore we can now write
T (k+ 1, k′) = q.(2T (k, k′)+ 1)T (0, k′) ≤ (2qT (0, k′))(k+1). This proves the claim. �

Finally we are in a position to show a small model property for tl[X,Y,F,P,len].

Lemma 6.2.10. Every satisfiable tl[X,Y,F,P,len] formula α of depth (k, k′) has a model
of size less than T (k, k′) + 1.

Proof. Let w = u1 · · · un be a model for α and let n ≥ T (k, k′) + 1. Then there exists
positions i, i′ such that they have the same type. From Lemma 6.2.8 we can give a smaller
w′ such that τ(k,k′)(w, 1) = τ(k,k′)(w′, 1). �

The above small model property for tl[X,Y,F,P,len] gives us that:

Theorem 6.2.11. FO2[<, succ,≡] satisfiability is in Nexptime.
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Proof. Lemma 6.2.1 shows that for every FO2[<, succ,≡] formula α, there exists an
tl[X,Y,F,P,len] formula α′ such that α and α′ have the same set of models. Moreover, if
the quantifier depth of α is d, then the operator depth of α′ is 2d. Lemma 6.2.10 shows that
every satisfying tl[X,Y,F,P,len] formula α′ of operator depth 2d has a satisfying model
of size s = O(lcm(α)4d2

24pd2
). A Nexptime machine can guess this model and verify it

in time s2 × |α|. �

6.3 lower bounds via tiling problems

We now give the lower bound for these logics. While showing lower bound results, as
already explained, we will assume that all the “numbers” in the formulas will be written
in unary notation. We first show that FO2mod[<] where the modulo numbers are written
in unary notation is Expspace hard. Then we show that FO2[≡], where the numbers for
the modulo predicates are written in unary, is Nexptime hard. Moreover, we assume that
the formulas have an alphabet size of 2. Note that the satisfiability problem for the logic
FO2[<] for a fixed alphabet is Np-complete [WI09].

The lower bound results in this section are shown by reducing from Tiling problems. We
define the required Tiling problems now.

6.3.1 Tiling problems

A tiling system [WTC61] is a tuple S = (T , Rt, Dn), where T is a finite set of tiles,
Rt ⊆ T × T and Dn ⊆ T × T are, respectively, the right (horizontal) and down (vertical)
adjacency relations (We will use these to define a constant size alphabet in a reduction).
A tiling problem is the tuple (S , n, top1, ..., topn, bot), where n ∈N and is given in unary
and top1, ..., topn, bot ∈ T . A tiling of an m × k grid R ⊆ N2 is a mapping τ : R → T
respecting the right and down relations, that is, whenever (i, j + 1) or (i + 1, j) is in R,
we have Rt(τ(i, j), τ(i, j + 1)) or Dn(τ(i, j), τ(i + 1, j)), as the case may be.

We give below two versions of the tiling problem (S , n, top1, ..., topn, bot) corresponding
to Expspace and Nexptime Turing machines respectively. Pan and Vardi [PV06] give a
similar argument for an Np-complete problem.

rectangle til ing problem Given a tiling problem (S , n, top1, . . . , topn, bot), the Rect-
angle tiling problem asks, does there exist an m and a tiling of an m× 2n grid such that the
first n tiles in the top row is top1, ..., topn in order and there exists a tile bot in the bottom
row?

Proposition 6.3.1. There exists a tiling system S = (T , Rt, Dn), such that its Rectangle
tiling problem (S , n, top1, ..., topn, bot) is Expspace-complete.
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square til ing problem Given a tiling problem (S , n, top1, . . . , topn, bot), the Square
tiling problem asks, does there exist a tiling of an m ×m grid, where m is the product of
the first n primes, such that the first n tiles in the top row is top1, ..., topn in order and
there exists a tile bot in the bottom row?

Proposition 6.3.2. There exists a tiling system S = (T , Rt, Dn), such that its Square
tiling problem (S , n, top1, ..., topn, bot) is Nexptime-complete.

6.3.2 Modulo counting is Expspace-hard

We show that satisfiability of FO2mod[<] is Expspace-hard by reducing from the Expspace-
complete Rectangle tiling problem. The following lemma shows that x ≡ y( mod 2n) is
definable by an FO2mod[<] formula, which allows us to specify the “down” relation in a
tiling system.

We denote by Odd y α the formula ∃0,2 y α.

Lemma 6.3.3. There exists an algorithm which given an n ∈ N can output a formula,
χn(x, y) ∈ FO2mod[<] such that χn(x, y) is of size O(n) and quantifier depth 2 and such
that χn(x, y) is true iff x ≡ y( mod 2n).

Proof. For all i ≤ n, we give formulas ψi(x) such that ψi(x) is true iff the ith least signifi-
cant bit (lsb) of x is 1. ψ1(x) is true if x is odd and is given by the formula Odd y(y ≤ x).
For all i ≥ 2:

ψi(x) := Odd y(y < x ∧ ∃(2
i−1,2i)x(x ≤ y))

Let C(x) be the number of positions y which satisfy the conditions y < x and y ≡ 2i −

1 (mod 2i). That is
C(x) = |{y < x | y ≡ 2i − 1 ( mod 2i)}|

. We show by induction on C(x) that

ψi(x) is true ⇔ ith lsb of x = 1

When C(x) = 0, we know that x < 2i − 1. This means the ith lsb is 0 and therefore the
claim is true for the base case. For the induction step, assume the claim to be true for all
x ≤ z. Let C(z) = k and C(z + 1) = k + 1. Therefore by IH, we know that for all x ≤ z,
ψi(x) is true iff the ith least significant bit of x is 1. Since C(z) = k and C(z+ 1) = k + 1,
we have z ≡ 2i − 1( mod 2i). This implies that if we add an 1 to z the ith bit toggles. The
ith bit will be the same from z to z + 2i − 1. Thus for all numbers y ∈ [z, z + 2i − 1], we
have ψi(y) is true iff ith bit is 1.

Now χn(x, y) :=
∧n

i=1(ψi(x)⇔ ψi(y)). The size of χn(x, y) is O(n). �

Theorem 6.3.4. The satisfiability problem for FO2mod[<] is Expspace-hard even for a
constant alphabet (and constant quantifier depth).
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Proof. Our reduction is from the Expspace-complete Rectangle tiling problem
I = (S , n, top1, ..., topn, bot). Here S = (T , Rt, Dn), where T = {T1, ..., Tt}. We take two
more copies of T , T Dn = {T Dn

i | Ti ∈ T } and T Rt = {T Rt
i | Ti ∈ T }.

We give a polynomial time reduction, which when given an instance of the problem I will
output a formula ψI over the alphabet Σ = T ∪T Dn ∪T Rt such that there exists a tiling for
I iff ψI is satisfiable. For a tiling τ, we associate a word model Mτ ∈ P(Σ)∗ such that τ is
a tiling for I iff Mτ |= ψI . We denote by Mτ(i, j) the letters at the (i− 1)2n + jth position
in Mτ. We will ensure that Mτ will satisfy the property τ(i, j) = Tk ⇔ Tk ∈ Mτ(i, j).

The formula ψI is a conjunction of the formulas ψinit,ψ f inal,ψnext,ψconstraints describ-
ing the initial input configuration, the final configuration, the next move, and the con-
straints respectively. The input configuration says that the first row contains the tiles
top1, · · · , topn. The formula ψinit is the conjunction of α1, ...,αn, where αi says that the
ith cell in the first row contains the tile topi. This is encoded by saying that the first
location x which satisfies x ≡ i (mod 2n) is the ith cell in the first row.

αi := ∀x ((x ≡ i ( mod 2n) ∧ ∀y < x ¬(y ≡ i ( mod 2n)))⇒ topi(x))

Claim 6.3.5. The formula ψinit =
∧

i αi is such that

Mτ |= ψinit ⇔ for all i ≤ n, Mτ(1, i) = topi

Proof. αi is satisfied only if Mτ(1, i) = topi. �

The final configuration says that there exists a tile bot in some cell. This is given by the
formula, ψ f inal := ∃y bot(y). Finally ψconstraints says that only one tile is true in a position
and can be given by an FO2[<] formula.

The non-trivial part is to show that the down and right relations are respected. The formula
ψnext := ψdown ∧ ψright, ensure that the relations Dn and Rt are respected. We first explain
in some detail how the down constraint is respected.

Let us say tile Tl′ is true at Mτ(i, j) and let us assume that there is only one tile Tl such that
Dn(Tl′ , Tl) is true. Hence we need to ensure that Tl ∈ Mτ(i + 1, j). The idea is to count
modulo 2, the number of occurrences of T Dn

l in all cells above i and in the same column.
That is we count the size of the set {k | T Dn

l ∈ Mτ(k, j), k < i}. If this count is even then
we force T Dn

l to be true at Mτ(i, j). Otherwise we force T Dn
l to be false at Mτ(i, j). This

will ensure that the count of {k | T Dn
l ∈ Mτ(k, j), k ≤ i} to be odd. Similarly, for all other

tiles T Dn
s , T Dn

l we ensure the count {k | T Dn
s ∈ Mτ(k, j), k ≤ i} to be even. We will

preserve this invariant at every cell. Hence the tile at (i + 1, j) can now be determined by
looking at the count of {k | T Dn

l ∈ Mτ(k, j), k < i + 1} for every tile Tl and setting that tile
whose count is odd. That is for all i, j we ensure that (∃!l stands for unique l)

Tl′ ∈ Mτ(i, j)⇒ ∃!l such that |{k | T Dn
l ∈ Mτ(k, j), k ≤ i}| ≡2 1⇔ Tl ∈ Mτ(i + 1, j)
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The following formula ψ1(x) says that if you see an odd number of occurrences of the
letter T Dn

l in the current column strictly above it, then we set letter Tl to be true at x. This
ensures that Tl ∈ M(i + 1, j).

ψ1(x) :=
t∧

l=1

(
Odd y(T Dn

l (y) ∧ y < x ∧ χn(x, y)
)
⇒ Tl(x)

The following formula ψ2 says that if a position x contains the tile Tl′ and the position
(y = 2n + x) contains the tile Tl (that is the cell in the same column, but exactly one row
below), then we set the count of the letter T Dn

l above and in the same column as x to be
odd. This implies setting T Dn

l to be true or not at x depending on the count above x and
in the same column.

ψ2(x) :=
t∧

l′=1

(Tl′(x)⇒
∨

(Tl′ ,Tl)∈Dn

(φl(x) ∧
∧
j,l

¬φ j(x)))

Here for all s ≤ t we define φs(x) to stand for the following formula, which forces the
count of T Dn

s to be even or odd depending on whether T Dn
s ∈ Mτ(i + 1, j) or not.

φs(x) := Odd y(T Dn
s (y) ∧ (y ≤ x) ∧ χn(x, y))

We finally write ψdown = ∀x ψ1(x) ∧ ψ2(x). ψ2 enables the count of a particular letter
T Dn

l to odd and ψ1 sets the tile to Tl if the count is odd for T Dn
l .

Claim 6.3.6.

Mτ |= ψdown ⇒ for all i, j,∃l, l′ ∈ [t] (Tl ∈ Mτ(i + 1, j) and Tl′ ∈ Mτ(i, j)) and Dn(Tl′ , Tl)

Proof. Let us fix an i, j. We show that Mτ |= ψdown ⇒

Tl′ ∈ Mτ(i, j)⇒ ∃!l such that |{k | T Dn
l ∈ Mτ(k, j), k ≤ i}| ≡2 1⇔ Tl ∈ Mτ(i + 1, j)

Since Tl′ ∈ Mτ(i, j), and Mτ |= ψ2(i) we have that there exists some Tl such that φl(i)
is true and for all s , l, we have φs(i) to be false. This ensures that the first implication
is true. Since φl(i) is true, and Mτ |= ψ1(i + 1) we have the second implication to also
hold. �

A similar formula ψright using the letters T Rt can be written for checking whether the
Right relations are respected.

Claim 6.3.7.
Mτ |= ψI ⇔ τ is a tiling for I

Proof. (⇒) : We show that if there exists a model M |= ψI then we can give a valid tiling
τ for I. So let M |= ψI . Our tiling τ is defined as follows. For all i, j

τ(i, j) = M(i, j) ∩ T
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Since M |= ψconstraints we can observe that τ(i, j) consists of exactly one tile, for all
i, j. We have that M satisfy ψinit and hence from Claim 6.3.5 we know that the first
row of M is according to the input instance I. Now from Claim 6.3.6 we know that the
down relations are respected in M. Similarly ψright will ensure that the right relations are
respected. Finally we have that M |= ψ f inal and hence we know that there exists the tile
type bot. Thus the τ got from model M is a valid tiling for I.
(⇐) : It is easy to observe that we can construct a model Mτ such that Mτ |= ψI . �

This completes the proof. �

In the above theorem the numbers in the formulas χn(x, y) were written in binary notation.

Corollary 6.3.8. The satisfiability problem for FO2mod(2)[<,≡] is Expspace-hard even
when the numbers are in unary notation.

Proof. Let p1, ..., pn be the first n primes and m be their product. Clearly m ≥ 2n. By the
prime number theorem, asymptotically there are n primes within the first n log n numbers
and hence one can generate the first n primes in time polynomial in n. Next we make use
of the Chinese remainder theorem to generate a formula for x ≡ y( mod m) (but of size
O(n4)), because all numbers less than or equal to m (and hence ≤ 2n) can be uniquely
represented by their remainders modulo the primes p1, ..., pn. Now we follow the proof
of Theorem 6.3.4. �

6.3.3 Modulo predicates is Nexptime-hard

We now show that FO2[≡] is Nexptime-hard even for a constant alphabet, as opposed to
FO2[<] being Np-complete [WI09].

Theorem 6.3.9. FO2[≡] satisfiability is Nexptime-hard even for constant alphabet size.

Proof. We reduce from the Nexptime-complete Square tiling problem defined earlier. We
introduce 2n distinct primes, p1, ..., pn (for encoding row index), and q1, ..., qn(for encod-
ing column index). These primes can encode any cell (i, j). One can now write a formula
αdown(x) which ensures that there exists a y such that the row index of y is one more than
that of x and the column index of x and y are the same. The formula can also specify that
y should satisfy the down constraints. Similarly one can write a formula to force the right
constraints. It is easy to write the initial and final conditions. �

6.4 discussion

In this chapter we looked at the satisfiability of various counting extensions of first order
logic with two variables over words. The counting extensions we looked at are modulo
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counting quantifiers, modulo counting predicates. We also looked at extending the logic
FO2[<] by group quantifiers.

The following table 5 gives the status of the satisfiability problem for various extensions
of first order logic over words. The results of this chapter are given in parentheses.

Logic [<, succ] [<]
FO2(increasing alphabet) Nexptime[EVW02] Nexptime-hard [EVW02]
FO2 Nexptime-complete [WI09] Np-complete [WI09]
FO2[≡] Nexptime Nexptime-hard
FO2mod Expspace Expspace-hard
FO2grp Expspace Expspace-hard

Table 5: Satisfiability of various two variable logics (all logics other than the first entry
assumes increasing alphabet for upper bound and a fixed alphabet for lower bound).

An interesting question would be to identify the exact complexity of the logic FO2mod(2)[<].
This logic is allowed to use only modulo counting quantifiers over the number 2. No mod-
ulo predicates are allowed.

Open Problem 6.4.1. The complexity of satisfiability of FO2mod(2)[<] is known to be
between Np and Pspace. The exact complexity is not known.
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7

S U RV E Y O N A D D I T I O N R E L AT I O N

In this part we look at the logic FO[<,+] extended with various regular quantifiers. We
first look at expressive power of the various logics, especially on proving lower bounds
for these logics. Then we look at satisfiability questions.

7.1 expressiveness

Non expressibility results for various logics which uses addition and a variety of quanti-
fiers has been considered earlier. Let us consider the following language, for an m ∈N.

Lm = {w ∈ {a, b}∗ | |w|a ≡ (0 mod m)}

The earliest result was by Lynch [Lyn82] who showed that FO[<,+] cannot count modulo
any number.

Theorem 7.1.1. [Lyn82] For all m > 1, Lm is not definable in FO[<,+].

Niwiński and Stolboushkin [SN97] looked at numerical predicates of the form y = px
and showed that y = 3x is not definable by y = 2x and < relation. Nurmonen [Nur00]
extend this result to the case of counting quantifiers. He showed that FOmod(2)[<, y = 2x]
cannot define the relation y = 3x. Finally Roy and Straubing [RS07] gave lower bound
results in the presence of addition and modulo counting quantifiers.

Theorem 7.1.2. Let m, n ∈N be such that m has a prime factor that does not divide n.
[SN97] Then Lm is not definable in FO[<, y = nx].
[Nur00] Then Lm is not definable in FOmod(n)[<, y = nx].
[RS07] Then Lm is not definable in FOmod(n)[<,+].

Results by Ruhl [Ruh99a], Lautemann et.al. [LMSV01], Lange [Lan04a], Schweikardt
[Sch05], all show the limited expressive power of addition in the presence of majority
quantifiers.

Theorem 7.1.3. [Ruh99a, LMSV01, Lan04a, Sch05] The addition relation is expressible
in MAJ[<].
The multiplication relation is not definable in MAJ[<,+].
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This in effect shows that MAJ[<,+] is a strict subset of the computational complexity
class TC0. What do we know about the regular languages expressible in MAJ[<,+]?
Behle, Krebs and Reifferscheid [BKR09b, BKR09a] tries to answer this question. They
show that word problems over non-solvable groups are not definable in the two variable
fragment of MAJ[<,+].

Theorem 7.1.4. [BKR09b, BKR09a] Consider a word problem L, over a non-solvable
group. Then L is not definable in the two variable fragment of MAJ[<,+].

This part of the thesis looks at regular quantifiers in the presence of a linear order and
addition relation. In the presence of a linear order, addition and multiplication, most
of these results are unknown, and are fundamental to understanding circuit complexity
classes. A question, which can arise in the minds of the readers, might be what do we
know when there is only the addition relation, or only linear order and multiplication or
only the multiplication relation. We quickly go through these questions. Schweikardt’s
paper [Sch05] and her thesis [Sch01] give a detailed study of this area.

Theorem 7.1.5. FO[<]( FO[<,+]= FO[+].
[GS66] FO[<,+] ( FO[<,+,×].
[Rob49, Lee03, Imm99, Sch05] FO[+,×] = FO[<,×] = FO[<,+,×].
[Sch05] FO[×] cannot express <.

We now look at regular quantifiers and their connections to Circuit complexity classes.
Later we look at the Crane Beach conjecture and how this concept can be used for proving
lower bounds.

7.1.1 Descriptive Complexity of Circuit classes

The circuit family class AC0 is defined as the family of languages recognized by constant
depth polynomial sized family of circuits having unbounded fan-in AND, and OR gates.
Similarly ACC0(p) is the family of languages recognized by constant depth polynomial
sized family of circuits containing unbounded fan-in AND, OR and MODp for p > 0. Sim-
ilarly CC0(p) corresponds to constant depth, polynomial size circuits with only MODp
gates. ACC0(CC0) is defined as the set of languages recognized by an ACC0(p) (CC0(p))
family of circuits for some p > 0. The circuit class TC0 corresponds to circuits with con-
stant depth, polynomial size and having in addition to AND and OR gates MAJ (majority)
gate. On the other hand NC1 circuits are defined polynomial sized, log depth circuits con-
taining AND and OR gates. There is an alternate characterization for NC1. It is the family
of languages recognized by constant depth, polynomial sized family of circuits which
uses AND, OR and finite group gates. The reader can refer to the books [Vol99], [Juk12]
to know more about these classes.

Results by Razborov [Raz89] and Smolensky [Smo87] shows that:
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Theorem 7.1.6. [Raz89, Smo87] If p is a prime number and q is a prime other than p
then the language Lq is not contained in ACC0(p).

Hence we can infer the following: AC0 is separated from ACC0(p) for a p > 0 [FSS84];
there are languages in CC0(p) which are not in AC0; the classes ACC0(p) and ACC0(q)
are different from each other if p and q are distinct primes. But relationships between
most other classes are open. For example, we do not know whether CC0 is different from
ACC0. In fact we do not know whether CC0(6) contains AC0 or whether CC0(6) is even
distinct from Np. These are among the biggest unsolved problems in circuit complexity.

Each of the above circuit classes have a model-theoretic characterization. It is known,
from the results of Immerman [Imm87b, Imm87a], that the set of languages accepted by
non-uniform-AC0 circuits are exactly those definable by first order logic which uses an
order and some arbitrary relations. We denote this logic by FO[<, Arb], where Arb is
the class of all relations possible on N. On the other hand dlogtime-uniform-AC0 circuits
are exactly those definable (see Barrington et.al[BIS90]) by first order logic which uses
order, addition and multiplication relations (denoted by FO[<,+,×]). First order logic
with different built-in predicates can be seen as the complexity class AC0 with different
uniformity conditions. From here onwards we consider only dlogtime-uniform circuits
and hence any circuit family we mention will be dlogtime-uniform unless otherwise stated.
Behle and Lange [BL06] gives a notion of interpreting FO[<,+] as highly uniform circuit
classes. Other circuit families also have model theoretic characterization. We have that
the circuit family CC0corresponds to mod[<,+,×], ACC0 corresponds to FOmod[<,+,×],
TC0 corresponds to maj[<,+,×], and NC1 corresponds to group[<,+,×]. The above
characterization of the circuit classes come under Descriptive complexity (it studies how
different complexity classes can be captured by different logics) of circuit classes. The
books by Immerman [Imm99], Vollmer [Vol99] and Straubing [Str94] show the close
connection between logics with monoid quantifiers and circuit classes. Table 6 identifies
the language/complexity classes for logics with different quantifiers and relations.

Relations
[<] [<,+] [<,+,×]

∃ Aperiodic AC0

MODp p-Solvable groups CC0(p)
MOD Solvable Groups CC0

Quantifiers ∃, MODp p-Solvable Monoids Our ACC0(p)
∃, MOD Solvable Monoids ACC0

S 5 Symmetric Group, S 5 NC1

Group Groups Study NC1

∃, Group Monoids NC1

Algebraic characterization Circuit Complexity

Table 6: Generalized quantifiers and Expressiveness
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This helps us to look at the questions regarding separation of circuit classes from the
descriptive complexity perspective. But no separation result has been made after the an-
nouncement of Smolensky’s result. Razborov and Rudich [RR97] has analyzed the reason
why these questions are hard. They show that no “natural proof ” can prove the separation
between these classes. Hence, as a first step, one can ask the question of separating the log-
ics when the multiplication relation is not available. That is, can one separate mod[<,+]
from FOmod[<,+]? Is group[<,+] different from FOmod[<,+]? Table 6 shows the al-
gebraic characterization for each of the logic classes if only the linear order is present.
Algebraic techniques can be used to show that these classes are separated from each other
[Str94]. Hence the most natural question would be to understand the classes of languages
accepted by the various logics when addition is also present.

In chapter 8, we give a powerful technique to prove lower bound results for FO[<,+]
extended with regular quantifiers. In fact we show that most of these classes are separated.
The separation corresponds to algebraic properties of the quantifiers. The corollary 8.2.13
puts this in perspective.

7.1.2 The Crane Beach conjecture

As we have seen, there are just a handful of techniques available for proving lower bound
results for circuit families. Most of these techniques are combinatorial in nature. Sec-
ondly, there has been very little understanding of the power the built-in predicates give to
the logic classes. For example, how do we show that a certain language in non-uniform-
AC0is infact not in dlogtime-uniform-AC0. In order to understand the expressive power
of different relations, Thérien proposed (see Barrington et.al[BIL+05]), what came to be
called the Crane Beach conjecture. In order to state the conjecture, we need to define a
neutral letter language.

Definition 7.1.7. Let L ⊆ Σ∗ be a language over the alphabet Σ. We say that a letter
λ ∈ Σ is a neutral letter for the language L if

uλv ∈ L⇔ uv ∈ L

That is we can insert or delete the letter λ from any word, w ∈ Σ∗ without affecting its
membership in L.

Let us look at an example.

Example 7.1.8. (Parity) The following language L2 is a language with a neutral letter,
where b is a neutral letter.

L2 = {w ∈ {a, b}∗ | |w|a ≡ (0 mod 2)}

Here is another example:
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Example 7.1.9. (word problem over group) Look at a word problem over a group G. Then
clearly the identity element of the group, 1G is a neutral letter for the language.

The Crane Beach conjecture states that

Conjecture 7.1.10. A language with a neutral letter is definable in FO[<, Arb] iff it is
definable in FO[<].

The conjecture says that first order logic with arbitrary numerical predicates will collapse
to first order logic with only linear ordering in the presence of a neutral letter. The idea
is that, in the presence of a neutral letter, formulas cannot rely on the precise location
of input letters and hence numerical predicates will be of little use. Nevertheless the
conjecture was refuted by Barrington et. al [BIL+05]. In fact they show, using the fact
(see Ajtai and Ben-Or [ABO84]) that dlogtime-uniform-AC0 can count the number of
occurrences of the letter a upto log of the input size, that the conjecture does not hold for
the logic FO[<,+,×], i.e. first order logic with a linear order, addition, and multiplication
relations. The search was then to find out for what logics and relations does the conjecture
hold. So, in the most general form, the Crane Beach conjecture can be stated as follows.
Let NLL denote the class of languages with neutral letters. Let R be a set of relations on
N. Let S be a subset of monoids. Then the Crane Beach conjecture says that 1

Conjecture 7.1.11.
LS[<,R] ∩NLL = LS[<] ∩NLL

In the same paper [BIL+05], the authors identify various logics where the CBC (short
for Crane Beach conjecture) hold and various other logics where the CBC does not
hold. For example. The Boolean closure of the Σ1-fragment of FO[Arb] does satisfy
the conjecture. That is B(Σ1)[Arb] ∩NLL = B(Σ1)[<] ∩NLL. Lautemann, Tesson and
Thérien [LTT06] considered modulo counting quantifiers. They show thatB(Σ0,p

1 )[Arb]∩
NLL = B(Σ0,p

1 )[<] ∩NLL. This is equivalent to showing that

Theorem 7.1.12. [LTT06] Let p be a prime number. Then

modp[Arb] ∩NLL = modp[<] ∩NLL

Benedikt and Libkin [BL00b], in the context of collapse results in database theory, had
shown that first order logic with only the addition and order relation satisfies the Crane
Beach conjecture. A different proof of the result can be found in [BIL+05]. We show
that this result can be generalized to any monoid quantifier. Let S be a subset of monoids.
Our main result (Theorem 8.2.1) shows that the Crane Beach conjecture hold for the logic
LS[<,+]. That is:

LS[<,+] ∩NLL = LS[<] ∩NLL.

1LS be the logic closed under quantification, where the quantifiers are Lindström quantifiers are over some
monoid in S.
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If S is an aperiodic monoid, then the Theorem is equivalent to the result of Benedikt
and Libkin. Roy and Straubing [RS07] (used ideas of Benedikt and Libkin to) show that
FOmod[<,+] in the presence of neutral letters collapse to FOmod[<]. In the same paper
they posed the question

Conjecture 7.1.13. (posed in [RS07])

mod[<,+] ∩NLL = mod[<] ∩NLL

This is proved by a corollary of our Theorem 8.2.1.

Our main Theorem can also be viewed from the Circuit complexity perspective. Our re-
sults therefore can be summarized as: every FO[<,+] uniform constant depth polynomial
size circuit with gates that compute a product in S and that recognize a language with a
neutral letter can be made FO[<]-uniform.

As a consequence of our Theorem 8.2.1 we are able to separate these highly uniform
versions of circuit classes. For example: The theorem states that mod[<,+] definable
languages with a neutral letter are also definable in mod[<]. Since mod[<] cannot simulate
existential quantifiers [Str94] we have that FO[<,+] and mod[<,+] are incomparable. In
fact we show that no group quantifier can simulate existential quantifier if only addition
is available.

Another corollary gives an alternate proof of the known result [RS07] that FOmod(m)[<
,+] cannot count modulo a prime p, which does not divide m.

Another corollary shows that the majority quantifier cannot be simulated by group quan-
tifiers if multiplication is not available, thus separating maj[<,+] from FOgrp[<,+]. Bar-
rington’s theorem [Bar89] says that word problems over any finite group can be defined
by the logic which uses only the S 5 group quantifier (the group whose elements are the
set of all permutations over 5 elements) if addition and multiplication predicates are avail-
able. Our result show multiplication is necessary for Barrington’s theorem to hold. In
other words S 5 cannot define word problems over S 6 if only addition is available.

The interesting thing to note is how the neutral letter concept has turned out to useful for
proving lower bound results for “highly” uniform circuit classes. The neutral letter has
also been used in the past for showing non-expressibility results. It had been used for
showing super linear lower bounds for bounded-width branching programs [BS91], super
linear wires in circuit classes [KPT05] and in communication complexity [CKK+07]. The
neutral letter concept is also closely related to collapse-results in database theory [BL00a].

7.1.3 Presburger arithmetic extended with modulo counting

Now look at Presburger arithmetic. Presburger arithmetic is first order logic over the
arithmetic model (N,<,+,≡, 0, 1). An important characteristic of Presburger arithmetic
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is that it allows quantifier elimination. That is for every formula in this logic, there exists
a quantifier free formula which is equivalent to it. That is

Theorem 7.1.14. [Pre29] Let φ(x1, . . . , xk) be a formula in Presburger arithmetic. Then
there exists a quantifier free formula 2 ψ(x1, . . . , xk) such that for every n1, . . . , nk ∈N

φ(n1, . . . , nk) is true ⇔ ψ(n1, . . . , nk) is true

The above theorem also gives decidability of Presburger arithmetic. Presburger arithmetic
satisfies other properties too. From the results of Ruhl [Ruh99a], Schweikardt [Sch05] we
know that FO = FOunC over (N,<,+,≡, 0, 1).

Theorem 7.1.15. [GS66, Ruh99a, Sch05] Presburger arithmetic is closed under unary
counting (and hence modulo counting) quantifiers.

7.2 satisfiability

Let us look at the satisfiability questions. By an old result of Robinson [Rob58], we
know that the satisfiability of first order logic with the addition relation, FO[<,+] over an
alphabet of size greater than or equal to 2, is undecidable.

Theorem 7.2.1. [Rob58] Satisfiability of FO[<,+] is undecidable over a two letter al-
phabet.

A more recent proof can be found in [Lan04b]. We strengthen this claim to show that
even the two variable fragment of this logic is undecidable. In particular we look at the
logic FO2[<, succ, y = 2x, 1] over words and show that it is undecidable.

From [LMSV01] we know that FOunC[<] can define addition. From the above discussion,
we have that FOunC[<] is undecidable.

Theorem 7.2.2. [Rob58] Satisfiability of FOunC[<] is undecidable.

A closely related logic is FO2unC[<, succ] over words. We show that the satisfiability
problem is undecidable for this logic.

One can wonder, whether FO[<,+] is decidable when the alphabet size is 1. Observe that
this logic corresponds to Presburger arithmetic.

Presburger’s classic quantifier elimination result [Pre29] showed that FO over (N,<,+)
is decidable. See Theorem 7.1.14. A second proof of this result, due to Büchi [B6̈0],
goes via interpretation on finite words, giving nonelementary decidability (see Bruyère,
Hansel, Michaux and Villemaire [BHMV94]).

2 There is infact an effective translation of a formula into its equivalent quantifier free formula.
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Fischer and Rabin gave a superexponential lower bound for Presburger arithmetic [FR74].
Analysis of Presburger’s proof by Cooper [Coo72], Oppen [Opp78], Ferrante and Rackoff

[FR79] and Berman [Ber80] showed that the complexity of satisfiability is ATime[22O(n)
, O(n)],

which is an alternating machine using a linear number of alternations and taking double
exponential time. A matching lowerbound was also given by Berman [Ber80].

Theorem 7.2.3. [FR79, Ber80] Satisfiability of Presburger arithmetic is ATime[22O(n)
, O(n)]-

complete.

We look at Presburger arithmetic extended with modulo counting quantifiers. We give a
Ferrante-Rackoff analysis and an elementary 2Expspace upper bound for the logic FOmod
over (N,<,+), which is slightly above Berman’s lower bound.

In Chapter 8 we look at the expressiveness of first order logic with addition relation,
extended with regular (monoid) quantifiers.

In Chapter 9 we look at the satisfiability of various fragments of first order logic with
addition, extended with modulo counting quantifiers.
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8

F O G R P [<,+] E X P R E S S I V E N E S S ( L OW E R B O U N D S R E S U LT S )

8.1 introduction

In this chapter we will look at the expressiveness questions for FO[<,+] extended with
various group quantifiers.

We present our main theorem and its corollaries in Section 8.2 followed by a section 8.3
with the Proof Strategy and then section 8.4, which gives the proof of Theorem 8.4.8.
Section 8.5 which is our main contribution shows how to replace group quantifiers by its
active domain version.

8.2 results

Recall that NLL is the set of all neutral letter language, where the neutral letter is λ. Let
S ⊆ M be any set of monoids. We show that the Crane Beach conjecture is true for the
logic LS[<,+].

Theorem 8.2.1 (Main Theorem). Let S ⊆ M. Then

LS[<,+] ∩NLL = LS[<] ∩NLL

The proof of this theorem is given in Section 8.4.

8.2.1 Non definability Results

Theorem 8.2.1 give us the following corollaries.

Corollary 8.2.2. All languages with a neutral letter in LM[<,+] are regular.

Proof. By Theorem 8.2.1 we know that all languages with a neutral letter in LM[<,+]
can be defined in LM[<] which by Lemma 2.5.3 is the set of all regular languages. �
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Recall that a monoid M divides a monoid N if M is a morphic image of a submonoid of
N.

Corollary 8.2.3. Let S ⊆ G. Let G be a simple group that does not divide any monoid M
in S. Then the word problem over G is not definable in LS[<,+].

Proof. The word problem over G has a neutral letter. The result now follows from Theo-
rem 8.2.1 and Lemma 2.5.3. �

It is known that the majority quantifier can be simulated by the non-solvable group S 5
if both multiplication and addition are available [Vol99]. We show that multiplication is
necessary to simulate majority quantifiers.

Corollary 8.2.4. maj[<] * LM[<,+].

Proof. Consider the language L ⊆ {a, b, c}∗ consisting of all words with an equal number
of a’s and b’s. L can be proven to be definable in maj[<]. Also note that c is a neutral
element for L. By Corollary 8.2.2, and the fact that L is nonregular, we know that L is not
definable in LM[<,+]. �

Barrington’s theorem [Bar89] says that the word problem of any finite group can be de-
fined in the logic LS 5 [<,+, ∗]. The following theorem shows that multiplication is neces-
sary for Barrington’s theorem to hold.

Corollary 8.2.5. The word problem over the group S 6 is not definable in LS 5 [<,+]. In-
fact there does not exist any one finite monoid M such that all regular languages can be
defined in LM[<,+].

Proof. A6 is a simple subgroup of S 6, which does not divide S 5. From Corollary 8.2.3 it
follows that the word problem over S 6 is not definable in LS 5 [<,+].
For any finite monoid M, there exists a simple group G such that G does not divide M and
hence the word problem over G is not definable in LM[<,+]. �

Let Lp be the set of all words w ∈ {0, 1}∗ such that the number of occurrences of 1 in
w is equal to 0 (mod p). Then we get the result in [RS07] that Lp is not definable in
FOmodm[<,+], if p is a prime which does not divide m.

Corollary 8.2.6 ([RS07]). If p is a prime which does not divide m, then Lp is not definable
in FOmodm[<,+].

Proof. Let Lp be definable in FOmodm[<,+]. Since 0 is a neutral letter in Lp, Theorem
8.2.1 says Lp is also definable in FOmodm[<]. Due to Lemma 2.5.3 and [Str94], this is a
contradiction. �
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It is known that languages accepted by CC0 circuits are exactly those which are definable
by Lmod[<,+, ∗] formulas [Vol99]. On the other hand, it is an open question whether the
language 1∗ can be accepted by the circuit complexity class CC0 [Str94].

To progress in this direction Roy and Straubing [RS07] had posed the question of whether
1∗ < Lmod[<,+]. Below we show that this is the case.

Corollary 8.2.7. 1∗ < Lmod[<,+]. In fact 1∗ < LG[<,+].

Proof. The minimal monoid which can accept 1∗ is U1 and clearly 1 is a neutral letter. By
Theorem 8.2.1 if there is a formula in LG[<,+] which can define 1∗, then LG[<] can also
define 1∗. From Lemma 2.5.3 it follows that the monoid U1 divides a group. But this is a
contradiction [Str94]. �

Behle and Lange [BL06] give a notion of interpreting LS[<,+] as highly uniform circuit
classes. As a consequence we can interpret the following results as a separation of the
corresponding circuit classes.

Corollary 8.2.8. The following separation results hold, for all m > 1

• FO[<,+] * mod[<,+].

• modm[<,+] * FO[<,+].

• FO[<,+] ( FOmodm[<,+] ( FOmod[<,+]

• FOmod[<,+] ( FOgroup[<,+]

• maj[<,+] * FOgroup[<,+]

Proof. We will show that FO[<,+] * mod[<,+]. Assume not. Consider the language
L = 1∗ ⊆ {0, 1}∗. It is clearly a neutral letter language (1 is the neutral letter). Also
this language is expressible in FO[<]. We get a contradiction since by Corollary 8.2.7 we
know 1∗ is not in mod[<,+]. �

8.2.2 Decidability of Regular languages in LS[<,+]

We now look at regular languages definable by the logic LS[<,+], for an S ⊆ M. We
first show that this logic is closed under quotienting and under inverse length preserving
morphims. We do not give the proofs of these claims, since they follow the standard
technique. One can refer to [RS07] for the proof.

Lemma 8.2.9. Let S ⊆ M and Σ be a finite alphabet. Let L ⊆ Σ∗ be definable in LS[<,+]
and u, v ∈ Σ∗. Then u−1Lv−1 is also definable in LS[<,+].
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Lemma 8.2.10. Let S ⊆ M. Let Σ, Γ be finite alphabets and let h : Γ∗ → Σ∗ be a
homomorphism such that h(Γ) ⊆ Σr for some fixed r > 0. If L ⊆ Σ∗ is definable in
LS[<,+], then h−1(L) ⊆ Γ∗ is also definable in LS[<,+].

We now give an algebraic characterization for regular languages definable by LS[<,+].
Recall from the Preliminaries chapter that LS[REG] is defined as LS[<, succ,≡] where ≡
are modulo predicates. 1

Theorem 8.2.11. Let S ⊆ M be a set of monoids. Let L ⊆ Σ∗ be a regular language,
which is accepted by a morphism h : Σ∗ → V, where V is a semigroup. Then the
following are equivalent.

1. L is definable in LS[<,+]

2. For all k ∈N, every group in h(Σk) divides a monoid in bpc(S).

3. L is definable in LS[REG]

Proof. (1 ⇒ 2) : Consider a k ∈ N and a G ∈ h(Σk). We first look at the language
h−1(1G). It is well known (for example, [Str94]) that h−1(1G) can be written as a fi-
nite boolean combination of languages of the form u−1Lv−1, for strings u, v ∈ Σ∗. Now
consider a new alphabet

Γ = {aw | w ∈ Σk, h(w) ∈ G}

We can now define a mapping f : Γ → Σk as f (aw) = w. Consider the language
L′ = f −1(h−1(1G)). From Lemma 8.2.9 and Lemma 8.2.10 we know that L′ is definable
in LS[<,+]. But note that L′ is a language with a neutral letter. The letter aw, where
h(w) = 1G acts as a neutral letter. Therefore L′ is a language definable in LS[<], which
from Krohn Rhodes theorem 2.3.4 implies that G divides a monoid in bpc(S).
(2 ⇒ 3): Let us list down all the sets, h(Σ), h(Σ2), . . . . Since the subsets ofV are finite,
there exists q, r ∈ N such that h(Σq) = h(Σq+r). Choosing an l = lcm{q, r} we get that
h(Σl) = h(Σ2l). We can now split L into the following parts.

L =
⋃

u∈Σ<l

u.
(
u−1L ∩ (Σl)∗

)
Let us denote by Lu = u−1L∩ (Σl)∗. First let us show that, if we can write Lu inLS[REG],
then we can write u.Lu also in LS[REG]. Let us assume that the sentence φu ∈ LS[REG]
models the language Lu. Let u = a1 . . . al′ , where l′ < l. Then the following formula
models the language u.Lu.

φu[> l′] ∧ a1(1) ∧ · · · ∧ al′(l′)

Above φu[> l′] is a formula got by relativizing all variables in φu by > l′. Now since L is
a disjunction of languages of the form uLu we have that L can be written in LS[REG].

1 Theorem 8.2.11 was mentioned for solvable monoids. One of the referees pointed out that the proof goes
through for all finite monoids.
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We need to show that Lu is also definable. Consider the following alphabet Γ = {aw | w ∈
Σl}. Let M = h(Σl). Since M = h(Σ2l) we have that M is closed under concatenation
and therefore a monoid. Therefore we have that word problems over M are definable in
LM[<]. Finally using Lemma 8.2.10 we get that Lu is definable in LM[REG].
(3⇒ 1): This holds, since addition can simulate all the predicates in REG. �

Then we can identify the set of regular languages definable in LS[<,+] when S is a set
of monoids.

Corollary 8.2.12. Let S be a set of monoids. Then

LS[<,+] ∩ Regular languages = LS[REG]

Let S be a set of monoids such that, given a group G, it is decidable if G divides a monoid
in bpc(S). Then, given a regular language L, it is decidable if L ∈ LS[<]. Then our main
theorem gives us that it is decidable if L ∈ LS[<,+].

Corollary 8.2.13. Let S be a set of monoids such that, given a monoid G, it is decidable
if G divides a monoid in bpc(S). Then, given a regular language L, it is decidable if
L ∈ LS[<,+].

Proof. Since L is a regular language definable in LS[<,+]. Then L has the alternate
characterization given by Theorem 8.2.11. Let h be a morphism which accepts L. Then
we know that there exists t, r ∈N, such that h(Σt) = h(Σt+r), which implies that we can
list down all the sets in h(Σk), for k ≤ t + r and the groups in these sets. The claim now
follows from the fact that there exists an algorithm to check whether each of these groups
divide a monoid in bpc(S). �

The above theorem for FOmod[<,+] was proved in [RS07] and the question when S =
MOD was left open. The following corollary answers this special case.

Corollary 8.2.14. Given a regular language L, the question whether L is definable in
mod[<,+] is decidable.

8.3 proof strategy

For the purpose of proof we work over infinite strings which contain finite number of
non-neutral letters. Our general proof strategy is similar to Benedikt and Libkin [BL00b]
or Roy and Straubing [RS07] and consists of three main steps.

1. Given a formula φ ∈ LS[<,+], we show that φ is “weakly equivalent” to an “active
domain formula” φ′ ∈ LS[<,+]. Active domain formulas quantify only over non-
neutral letter positions. Our major contribution (Theorem 8.4.8) is in showing this
step.
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2. Any active domain formula φ′ ∈ LS[<,+] is weakly equivalent to an active domain
formula φ′′ ∈ LS[<]. This step follows from an application of Ramsey theory
(Theorem 8.4.9).

3. All active domain formulas in LS[<] accept languages with a neutral letter. This is
an easy observation given by Lemma 8.4.10.

Finally using these three steps we can show that if a formula in LS[<,+] is weakly equiv-
alent to an active domain formula in LS[<], then it is infact equivalent. This proves our
main Theorem.

φ

LS[<,+]

φ′

acd-LS[<,+]

(Our main contribution)

weakly equivalent
φ′′

acd-LS[<]

(Ramsey Theorey)(Trivial)

equivalent
acd active domain formula

Figure 9: The three step Proof strategy.

The main step is to build an active domain formula, that is step 1. Here we show how
to simulate a general quantifier by an active domain formula. In the case of FO[<,+],
the existential quantifier is equivalent to the monoid quantifier U1. The monoid U1 is
a commutative and idempotent monoid. Hence neither the order in which the quantifier
runs over the positions of the word is important, nor does it matter if positions are queried
multiple times. In [RS07] this idea was extended in such a way that in the simulation of the
mod quantifier (again a commutative monoid), every position is taken into account exactly
once. In their construction while replacing a mod quantifier they need to add additional
FO quantifiers and hence their construction only allows to replace a mod[<,+] formula by
an active domain FOmod[<,+] formula. In this paper, we construct a formula that takes
every position into account exactly once and in the correct order. Moreover we do not
introduce any new quantifier, but use only the quantifier that is replaced. This enables us
to show the Crane Beach conjecture for logics whose quantifiers have a non-commutative
monoid or are groups. For example mod[<,+], group[<,+], and FOgroup[<,+].
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In contrast to previous work, we do not construct an equivalent active domain formula,
but only a formula that is equivalent for certain domains. We show that it is in general
sufficient to show this for one infinite domain.

8.4 proof of the main theorem

In this section we handle the general proof steps as in [BL00b] and [RS07] of removing
the plus predicate from the formula in the presence of a neutral letter. We show that all
these results go through even in the presence of general Lindström quantifiers. The new
crucial step is Lemma 8.4.6 where we convert a group quantifier to an active domain
formula without introducing any other quantifiers. The proof of this lemma is deferred to
the next section.

8.4.1 Definitions

Let S ⊆ M be any nonempty set. To prove Theorem 8.2.1 we will consider the more
general logic, LS[<,+, {≡q: q > 1}] over the alphabet Σ. In this logic + is a binary
function, and a ≡q b means q divides b − a. We will denote this logic by LS[<,+,≡].
The relations < and ≡q are both definable using +. All languages recognized by this
logic are definable in LS[<,+]. The reason for introducing these new relations is to use
a quantifier elimination procedure.

For the purpose of the proof we assume that the neutral letter language defined by a
formula φ ∈ LS[<,+] is a subset of Σ∗λω, where λ is the neutral letter. The idea is to
work with infinite words, where the arguments are easier, since the variable range is not
bounded by the word length. The results, still hold for finite words.

Definition 8.4.1. The non-neutral letter positions of a word w, denoted by nnp(w) is the
set of all positions where the letter λ does not appear.

nnp(w) = {i | w(i) , λ}

Observe that nnp(w) is also defined with respect to a letter, namely λ.

Let us look at the following example.

Example 8.4.2. Let w = aλλλbaλbλλa. Then nnp(w) = {1, 5, 6, 8, 11}.

Definition 8.4.3. Let X ⊆ N be an infinite set. We say that a formula φ′ is X-weakly
equivalent to a formula φ(x1, . . . , xt) if there exists an infinite set Y ⊆ X, such that for all
words w ∈ Σ∗λω, with nnp(w) ⊆ Y and for all a1, . . . , at ∈N, we have that

w |= φ(a1, . . . , at)⇔ w |= φ′(a1, . . . , at)

In the above definition we say that Y collapse φ to φ′.
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We say that a formula φ′ is weakly equivalent to a formula φ(x1, . . . , xt) if for all infinite
subsets X ⊆ N, there exists an infinite set Y ⊆ X, such that for all words w ∈ Σ∗λω, with
nnp(w) ⊆ Y and for all a1, . . . , at ∈N, we have that

w |= φ(a1, . . . , at)⇔ w |= φ′(a1, . . . , at)

In this latter case we say that φ collapses to φ′.

It is clear from the definition that if φ′ is weakly equivalent to φ, then φ′ is X-weakly
equivalent to φ for any infinite set X. The other direction, namely if φ′ is X-weakly
equivalent to φ need not imply that φ′ is weakly equivalent to φ.

We now define a special class of formulas, defined syntactically.

Definition 8.4.4. Let an active domain formula over a letter λ ∈ Σ be a formula where all
quantifiers are of the form: Qm

M x ¬λ(x)〈φ1, . . . , φK〉. That is the variables are quantified
over the “active domain”, the positions which does not contain the letter λ.

Recall from the Preliminaries that Qm
M x ψ〈φ1, . . . , φK〉 stands for the formula Qm

M x 〈φ1 ∧

ψ, . . . , φK ∧ ψ〉. Note that an active domain formula is defined with respect to a particular
letter. Here we use the letter λ ∈ Σ, since the active domain formulas we consider will
always be with respect to the neutral letter of the language. Observe also that an active
domain formula need not always define a language with a neutral letter.

Example 8.4.5. Consider the following formula in FO[+].

∃x ¬λ(x) ∧ ∃y ¬λ(y) ∧ ∃z ¬λ(z) ((a(x) ∧ b(y) ∧ c(z)) ∧ x = y + z)

Clearly it is an active domain formula but does not define a language with a neutral letter.

We will later see that if the only relation is a linear ordering, then the active domain
formulas define a logic with a neutral letter.

The positions in a word which the quantifiers in an active domain formula access are
going to be positions which have a non-neutral letter in it.

8.4.2 The Proof

This subsection follows the proof outline as given in Figure 9.

We first show that any formula φ ∈ LS[<,+,≡] will be weakly equivalent to an active
domain formula φ′ ∈ LS[<,+,≡]. The results by Benedikt and Libkin [BL00b], and Roy
and Straubing [RS07] show that for all formulas φ ∈ Lmod∪{U1}[<,+,≡] there exists an
active domain formula φ′ in that logic, such that for all words w ∈ Σ∗λω, w � φ⇔ w � φ′.
They assume no restriction on the non-neutral positions of w. Observe that our collapse
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result is different from theirs. We prove that if we consider only words, whose non-neutral
positions come from a particular subset of N, then φ ∈ LS[<,+,≡] is equivalent to an
active domain formula φ′ ∈ LS[<,+,≡]. In other words, we are not concerned about
the satisfiability of those words whose non-neutral positions are not from that particular
subset.

Let us first consider formulas with an outermost group quantifier, G ∈ S.

Lemma 8.4.6. Let φ = Qm
Gz〈φ1, . . . , φK〉 be in LS[<,+,≡]. Let us assume that there

exists active domain formulas φ′1, . . . , φ′k in the same logic such that for all i ≤ K we have
φi is weakly equivalent to φ′i .
Then φ is weakly equivalent to an active domain formula φ′ ∈ LS[<,+,≡].

The proof of Lemma 8.4.6 will be given in Section 8.5. Benedikt and Libkin [BL00b]
give a similar theorem for the monoid U1 (the existential quantifier).

Lemma 8.4.7 ([BL00b]). Let φ = Q1
U1

z〈φ1〉 be a formula in LS[<,+,≡]. Let us assume
that the formula φ1 is weakly equivalent to an active domain formula φ′1 in the same logic.
Then φ is weakly equivalent to an active domain formula φ′ ∈ LS[<,+,≡].

The following theorem proves the first step of our 3 step proof strategy of Figure 9.

Theorem 8.4.8. Let φ ∈ LS[<,+,≡]. Then there exists an active domain formula φ′ ∈
LS[<,+,≡] such that φ is weakly equivalent to φ′.

Proof. Let φ ∈ LS[<,+,≡]. We first claim that we can convert φ into a formula which
uses only groups and U1 as quantifiers. This follows from the Krohn-Rhodes decomposi-
tion theorem for monoids that every monoid can be decomposed into block products over
groups and U1. This decomposition can then be converted back into a formula using the
groups and U1 as quantifiers [Str94].

So without loss of generality we can assume φ has only group or U1 quantifiers. Now we
prove by induction on the quantifier depth. For the base case, let φ be a quantifier free
formula. It is an active domain formula and therefore the claim holds. Let the claim be
true for all formulas with quantifier depth < d. Lemma 8.4.6 and Lemma 8.4.7 show that
the claim is true for formulas of type φ = Qm

Mz〈φ1, . . . , φK〉 with quantifier depth d, when
M is a group or U1 respectively. We are now left with proving that the claim is closed
under conjunction and negation. So assume that formulas φ1, φ2 is weakly equivalent to
φ′1, φ′2 respectively. That is, for all X ⊆ N, there exist Rφ1 ⊆ X,Rφ2 ⊆ Rφ1 such that Rφ1

is weakly equivalent to φ1 to φ′1 and Rφ2 collapses φ2 to φ′2. Then it is easy to see that Rφ2

collapses φ1 ∧ φ2 to φ′1 ∧ φ
′
2 and Rφ1 collapses ¬φ1 to ¬φ′1. �

We have shown above that all formulas in LS[<,+,≡] can be collapsed to active domain
formulas. Now using a Ramsey type argument we obtain that addition is useless, giving us
a formula in LS[<]. This corresponds to the second step in our three step proof strategy.
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Let R be any set of relations on N and let φ(x1, . . . , xt) be an active domain formula in
LS[R]. Let X ⊆N be an infinite set. Then there exists a formula φ′ in LS[<] such that φ
is X-weakly equivalent to φ′.

Weak equivalence for first order logic has been considered by Libkin [Lib04], where the
notion of weak equivalence is known as Ramsey property. We show that this result can be
extended to our logic.

Theorem 8.4.9. Let R be a set of relations on N. Let X ⊆N be an infinite set. Then every
active domain sentence in LS[R] is X-weakly equivalent to an active domain formula in
LS[<].

Proof. Let φ ∈ LS[R] be an active domain sentence. We now prove by induction on the
structure of the formula. Let P(x1, . . . , xk) be a term in φ. Consider the infinite complete
hypergraph, whose vertices are labeled by numbers from X and whose edges are all k
tuple of vertices. Let P(a1, . . . , ak) be true, for a1, . . . , ak ∈ X and let the order type of
a1, . . . , ak be o. Then we color the edge (a1, . . . , ak) by the quantifier free formula on
x1, . . . , xk which describes the order type o. For example, if the order type is a2 = a3 <

a1 < · · · < ak, then the formula will be x2 = x3 < x1 < · · · < xk. Observe that an edge
can have multiple colors but the total number of different colorings possible is dependent
only on k (a constant). Ramsey theory, now gives us that there exists an infinite set Y ⊆ X,
such that the induced subgraph on the vertices in Y will have a monochromatic color, ie.
all the edges will be colored using the same color or in other words, there exists an order
type which is true for all the edges in this subgraph. Let us assume that the edges in Y are
colored x1 < x2 < · · · < xk. Then for all a1, . . . , at ∈ Y

a1, . . . , at |= P(x1, . . . , xk)⇔ a1, . . . , at |= x1 < x2 < · · · < xk

This shows that P(x1, . . . , xk) satisfies the Ramsey property and thus all atomic formulas
satisfy the Ramsey property. We now show that Ramsey property is preserved while tak-
ing Boolean combination of formulas. Consider the formula φ1(x1, . . . , xk)∧φ2(x1, . . . , xk).
We know that by induction hypothesis there exists a formula ψ1 and an infinite set X such
that for all a1, . . . , ak ∈ X, w |= φ1(a1, . . . , ak)⇔ w |= ψ(a1, . . . , ak). We can now find an
infinite set Y ⊆ X and a formula ψ2 such that the Ramsey property holds for the formula
φ2. Therefore for all a1, . . . , ak ∈ Y

w, a1, . . . , ak � φ1 ∧ φ2 ⇔ w, a1, . . . , ak � ψ1 ∧ ψ2

Similarly we can show that the Ramsey property holds for disjunctions and negations. We
need to now show that active domain quantification also preserves Ramsey property. So
let X be an infinite subset of N and let

φ(~x) = Qm
Mz ¬λ(z) 〈φ1(z, ~x), . . . , φK(z, ~x)〉

be a formula in LS[R]. By induction hypothesis we know that there exists an infinite set
Y1 ⊆ X and an active domain formula ψ1 ∈ L[<] such that for all ~a ∈ Y t

1 the Ramsey
property is satisfied. That is w |= φ1(~a) ⇔ w |= ψ1(~a). Now for φ2, using the infinite set
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Y1 we can find an infinite set Y2 ⊆ Y1 and a formula ψ2 satisfying the Ramsey property.
Continuing like this will give us a set YK and formulas ψ1, . . . ,ψK such that ∀ j ≤ K and
for all w ∈ Σ∗λω with nnp(w) ⊆ YK , we have that ∀b ∈ YK ,~a ∈ Y t

K , w � φ j(b,~a) ⇔ w �
ψ j(b,~a). Hence we also have that ∀ j ≤ K

{b ∈ YK | w � φ j(b,~a)} = {b ∈ YK | w � ψ j(b,~a)}

Therefore for the formula ψ = Qm
Mz ¬λ(z) 〈ψ1, . . . ,ψK〉, we have ∀w where nnp(w) ⊆ YK

and a1, . . . , at ∈ YK that

w � φ(a1, . . . , at)⇔ w � ψ(a1, . . . , at)

Observe that ψ is an active domain formula in LS[<]. �

We continue with the third step of our three step proof strategy.

Lemma 8.4.10. Every active domain sentence inLS[<] defines a language with a neutral
letter.

Proof. Let φ ∈ LS[<] be an active domain formula over letter λ ∈ Σ. That is, all quan-
tifiers are relativized over ¬λ(x). Let w ∈ Σω. Let w′ ∈ Σω got by inserting letter λ in
w at arbitrary positions. Let n1 < n2 < . . . belong to nnp(w) and m1 < m2 < . . . be in
nnp(w′). Let ρ : nnp(w) → nnp(w′) be the bijective map ρ(ni) = mi. We show that for
any subformula ψ of φ and any ~t ∈ nnp(w)s, we have that w,~t � ψ ⇔ w′, ρ(~t) � ψ. Since
the variables quantify only over the active domain, the claim holds for the atomic formula
x > y, because ni > n j iff ρ(ni) > ρ(n j) for any i, j. Similarly the claim also hold for all
other atomic formulas x < y, x = y and a(x) for an a ∈ Σ. The claim remains to hold un-
der conjunctions, negations and active domain quantifications. Hence w |= φ ⇔ w′ |= φ.
This proves that λ is a neutral letter for L(φ). �

Now we can prove our main theorem. This step shows that if an active domain formula
φ′ ∈ LS[<] is X-weakly equivalent to a formula φ ∈ LS[<,+] then φ′ is infact equivalent
to φ.

Proof of Theorem 8.2.1. Let φ ∈ LS[<,+], such that L(φ) is a language with the neutral
letter, λ. By Theorem 8.4.8 there exists an active domain sentence φ′ ∈ LS[<,+,≡] and
a set R ⊆∞ N such that R collapses φ to φ′. Theorem 8.4.9 now gives an active domain
formula ψ ∈ LS[<] and an infinite set Y ⊆∞ R such that ψ is Y-weakly equivalent to
φ′. We now show that L(φ) = L(ψ). Let w ∈ Σ∗λω. Consider the word w′ ∈ Σ∗λω got
by inserting the neutral letter λ in w in such a way that nnp(w′) ⊆ Y . Since L(φ) is a
language with a neutral letter we have that w |= φ ⇔ w′ � φ. From Theorem 8.4.8 and
Theorem 8.4.9 we get w′ � φ⇔ w′ � φ′ ⇔ w′ � ψ. Finally as shown in Lemma 8.4.10, ψ
defines a language with a neutral letter and hence w′ |= ψ⇔ w |= ψ. �
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8.5 proof of lemma 8.4.6

In this section we replace a group quantifier by an active domain formula. Here we make
use of the fact that we can a priory restrict our domain as shown in the previous section.

Recall that φ = Qm
Gz〈φ1, . . . , φK〉 and G = {m1, . . . , mK , 1}. Let X ⊆ N be an arbitrary

infinite set. We show that there exists an infinite set Rφ ⊆ X and an active domain formula
φ′ ∈ LS[<,+,≡] such that Rφ collapse φ to φ′. By the assumption of the Lemma, we
know that for all i ≤ K, there exists active domain formulas φ′i such that φi is weakly
equivalent to φ′i . Therefore there exists an infinite set Rφ1 ⊆ X such that for all words w
where nnp(w) ⊆ Rφ1 we have that w |= φ1 ⇔ w |= φ′1. Similarly we can find infinite
sets RφK ⊆ RφK−1 ⊆ · · · ⊆ Rφ1 ⊆ X such that for all i ≤ K, and for all words w where
nnp(w) ⊆ RφK , we have that w |= φi ⇔ w |= φ′i . So without loss of generality we assume
φis are active domain formulas. In this section, we will find an active domain formula φ′

and an infinite set Rφ ⊆ RφK , such that φ is weakly equivalent to φ′.

Before we go in the details we will give a rough overview of the proof idea. The group
quantifier evaluates the product

∏
j u( j), where u( j) is a group element that depends on

the set of i such that w, j |= φi. So we start and analyze the sets Ji = { j | w, j |= φi}. Since
the formulas φis are active domain formulas, we will see that there are certain positions
in the word called “boundary points” which are crucial. We see that in between two
boundary points, the set Ji is periodic. In the construction of the active domain formula
for φ we show how to iterate over these boundary points in a strictly increasing order.
An active domain quantifier can only iterate over active domain positions, hence we will
need nested active domain quantifiers, and a way how to “encode” the boundary points by
tuples of active domain positions in a unique and order preserving way. Additionally we
need to deal with the periodic positions inside the intervals, without being able to compute
the length of such an interval, or even check if the length is zero. Here will make use of
the inverse elements that always exist in groups.

We start by analyzing the intervals which occur. Since we consider a fixed set S for the
rest of the paper, we will write L[<,+] for the logic LS[<,+, 0, {≡q: q > 1}].

8.5.1 Intervals and Linear Functions

We first show that every formula ψ with at least one free variable has a normal form.
This step is a standard procedure in Presburger’s quantifier elimination technique [Pre29,
End72].

Lemma 8.5.1. Let ψ(z) ∈ L[<,+]. Then there exists a formula ψ̂(z) ∈ L[<,+] such that
ψ is equivalent to ψ̂, where all atomic formulas in ψ̂ with z are of the form z > ρ, z =
ρ, z < ρ, z ≡n ρ, where ρ is a linear function on variables other than z.
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Proof. Terms in our logic are expressions of the form

α0 + α1x1 + · · ·+ αsxs , where αi ∈N

and atomic formulas are of the form

σ = γ,σ < γ,σ > γ,σ ≡m γ, c(σ)

whee σ, γ are linear functions, c ∈ Σ and m > 1.
Now using any M ∈ S, where m1 ∈ M is not the identity element, we can rewrite c(σ) by
an equivalent formula

Qm1
M x ¬λ(x)〈(x = σ) ∧ c(x), f alse, . . . , f alse〉

Now consider the atomic formulas containing the free variable z in ψ(z). By multiplying
with appropriate numbers, we can re-write these atomic formulas as nz = ρ, nz < ρ, nz >
ρ, nz ≡l ρ for one particular n, which is the least common multiple (lcm) of all the co-
efficients in ψ. Here ρ does not contain z and also it might contain subtraction. That is
nz = ρ might stand for nz + ρ1 = ρ2. Now we replace nz by z and conjunct the formula
with z ≡n 0. �

For any formula ψ(z), the notation ψ̂(z) denotes the normal form as in Lemma 8.5.1. Let
x1, . . . , xs be the bounded variables occurring in φ̂i(z) and y1, . . . , yr be the free variables
other than z in φ̂i(z). Hence the terms ρ that appear in the formula φ̂i(z) can be identified
as functions, : Ns+r →N.

We collect all functions ρ(~x,~y) that occur in the formulas φ̂i(z) for an i ≤ K:

R = {ρ | where ρ is a linear term occurring in φ̂i(z), i ≤ K}

We define the set T of offsets as a set of terms which are functions using the variables
y1, . . . , yr as parameters:

T = {ρ(0, . . . , 0, y1, . . . , yr) | ρ ∈ R} ∪ {0}

Consider the set of absolute values of all the coefficients appearing in one of the func-
tions in R. Let α′ ∈ N be the maximum value among these. That is α′ = max{|γ| |
f ∈ R, γ is a coefficient in f }. Let ∆ = s · α′. Now we can define our set of extended
functions. For a t ∈ T we define a set of terms which are functions using the variables
x1, . . . , xs, y1, . . . , yr as parameters:

Ft =
{ s′∑

i

αixi + t | s′ ≤ s,−∆ ≤ αi ≤ ∆,αi ∈N
}
.

We denote by F = ∪t∈T Ft.

For a fixed word w ∈ Σ∗λω and a fixed assignment of the free variables ~y to ~a we let

Bw,~a = { f (~d,~a) | t ∈ T , f ∈ Ft, ~d ∈ nnp(w)s′ , d1 > d2 > · · · > ds′}
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be the set of boundary points. Note that the assignments to the functions are of strictly
decreasing order. Let

b1 < b2 < . . . < bl

be the boundary points in Bw,~a. Then the following sets are called intervals:

(0, b1), (b1, b2), . . . , (bl−1, bl), (bl,∞)

Here (a, b) = {x ∈ N | a < x < b} and (bl,∞) is called the infinite interval . We also
split the set of points in Bw,~a depending on the offset

Bw,~a
t = { f (~d,~a) | f ∈ Ft, ~d ∈ nnp(w)s′ , d1 > d2 > · · · > ds′}.

We fix a word w ∈ Σ∗λω and an ~a ∈Nr. Therefore we drop the superscripts in Bw,~a (Bw,~a
t )

and call them B (Bt). Figure 10 illustrates some of the definitions.

d1 d2

Figure 10: The up arrows point to the active domain and the boxes are the boundary
points, Bw,~a. We have marked two points d1 and d2 in the same interval. All points in an
interval have the neutral letter.

The following lemma shows that all points the linear terms in φ̂is point to are in B.

Lemma 8.5.2. {ρ(d1, . . . , ds,~a) | ρ ∈ R, di ∈ nnp(w)} ∪ nnp(w) ⊆ B

Proof. Let S = {ρ(d1, . . . , ds,~a) | ρ ∈ R, di ∈ nnp(w)} ∪ nnp(w). Since ρ(x1) = x1 is in
F0 ∈ F, we have nnp(w) ⊆ B. Let b ∈ S . Then there is a function ρ =

∑s′
i αixi + t(~y) in

Ft and values p1, . . . , ps′ ∈ nnp(w) such that b = ρ(p1, . . . , ps′ ,~a). Let p′1 > p′2 > · · · >
p′l be the ordered set of all pis in the above assignment. We let ρ′(x1, . . . , xl) =

∑
i βixi + t,

where βi =
∑

j:p j=p′i
α j. Therefore b = ρ′(p′1, . . . , p′l). Since |βi| ≤ ∆ · s we have ρ′ ∈ Ft

and hence b ∈ Bt. �

Let us try to understand the definitions and the lemma seen above. Note that all the quan-
tifiers in φ̂is are active domain quantifiers. Thus the bounded variables in φ̂is will only be
evaluated at the active domain points in w. Now consider a linear term ρ(x1, . . . , xs, y1, . . . , yr)
present in one of the φ̂is. Observe that once we assign the free variables to ~a, then the
bounded variables x1, . . . , xs will run over all the active domain points in w. We there-
fore look at all the points ρ points to, if its bounded variables x1, . . . , xs are assigned
values from nnp(w). The importance of these points will be clear once we see Lemma
8.5.3. Lemma 8.5.2 shows that all such points are infact inside the set B. That is B
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over-approximates the set of points we want. Lemma 8.5.3 also shows that the over-
approximation also preserves the properties we are looking for. Later we will see that this
over-approximation is more suitable to build active domain formulas which are weakly
equivalent to φ.

Let q be the lcm of all q′ where ≡q′ occurs in one of the φis. We need the following lemma,
that inside an interval with only neutral letters, the congruence relations decide the truth
of an active domain formula.

Lemma 8.5.3. For the fixed word w and a1, . . . , ar ∈ N and let c, d ∈ N belong to the
same interval in Bw,~a such that c ≡q d. Then for all i ≤ K: w, c � φi(z,~a) ⇔ w, d �
φi(z,~a).

Proof. Proof is by induction on the structure of the formula φ̂i (that is the normal form
of φi). We will now show that ∀bi ∈ nnp(w) and all subformulas ψ(z, ~x,~y) of φ̂i that
w, c,~b,~a � ψ ⇔ w, d,~b,~a � ψ. The atomic formulas of φ̂i(z,~a) are of the following form:
z < ρ(~x,~a), z = ρ(~x,~a), z > ρ(~x,~a), z ≡q′ ρ(~x,~a), a(z) and formulas which does not
depend on z. It is clear that the truth of formulas which does not depend on z, a(z) and
z ≡q′ ρ does not change whether we assign c or d to z. For example, w, c |= a(z) ⇔
w, d |= a(z), since inside an interval we see only the neutral letter. Let ~b ∈ nnp(w)s. By
Lemma 8.5.2 we know that ρ(~b,~a) is in B and since c, d lies in the same interval it follows
that c < ρ(~b,~a) ⇔ d < (~b,~a). Similarly we can show that the truth of z > ρ, z = ρ does
not change on z being assigned c or d. Thus we have that the claim holds for atomic
formulas. The claim clearly holds for conjunction and negation of formulas. Now let the
claim hold for subformulas ψ1, . . . ,ψK . Therefore ∀i ≤ K we have that {~b ∈ nnp(w)s |

w, c,~b,~a � ψi} = {~b ∈ nnp(w)s | w, d,~b,~a � ψi}. Therefore we have that

w, c, b2, . . . , bs,~a � Qm
M x ¬λ(x)〈ψ1, . . . ,ψK〉

⇔ w, d, b2, . . . , bs,~a � Qm
M x ¬λ(x)〈ψ1, . . . ,ψK〉

And hence it is closed under active domain quantification. �

The above lemma says that the two points d1 and d2 in Figure 10 satisfy the same set
of formulas φi if d1 ≡q d2. In other Lemma 8.5.3 says that inside an interval, only the
congruence relations can change the satisfiability of the φis. Thus, it is enough to know
the truth values of φi at a distance of ≥ q from the boundary points, since the truth values
inside an interval are going to repeat after every q positions. Figure 11 give a pictorial
representation.

The following Lemma deals with the infinite interval.

Lemma 8.5.4. Let b belong to the infinite interval and ~a ∈Nr. If w,~a � φ then w, b,~a 2 φi
for any i ≤ K.

Proof. Let i ≤ K and b be in the infinite interval and w, b,~a � φi. From Lemma 8.5.3 we
know that all points c ≡q b and such that c is also in the infinite interval will be witnesses
for φi. This means the set of witnesses is infinite and hence w,~a 2 φ. �
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Let us first understand the importance of Lemma 8.5.3 and 8.5.4. Recall from the Pre-
liminaries (Chapter 2) that we denoted by Γ(w, i) the group element at position i. That
is

Γ(w, i) = m j iff w,~a |= φ j ∧
∧
l< j

¬φl

For a b ∈ B, we define the function IL(b) to be the length of the interval to the left of b.
That is if (b′, b) form an interval then IL(b) = b − b′ − 1. Similarly we define IR(b) to
be the length of the interval to the right of b. Let W = q|G|. We now define two group
values.

Post(b) =


u(b + 1)u(b + 2) . . . u(b + IR(b)) if IR(b) < W

u(b + 1)u(b + 2) . . . u(b + r)

if IR(b) ≥ W and r < W, b + r ≡W 0

Pre(b) =


1G if IL(b) < W

u(b − r + 1) . . . u(b − 1)

if IL(b) ≥ W and r < W, b − r ≡W 0

We define
N0(b) = Pre(b).u(b).Post(b)

The Figure 11 shows the important points around the boundary points. The following

active domain

q|G|

boundary points

Figure 11: The only points of interest in a word are a fixed area around the boundary
points (shaded area shown here). The length between the nshaded area is congruent to
W = q|G|.

Lemma shows that a finite interval around the boundary points are the “only” points of
interest to us.

Lemma 8.5.5. Let us assume that for all i ∈ N in the infinite interval, Γ(w, b) = 1G.
Then

∞∏
i=1

Γ(w, i) =
∏
i∈B

N0(i)

Proof. Let b0 < b1 < · · · < bx be the positions in B. Then
bx∏

b=b0

N0(b) = Pre(b0)u(b0)

 x−1∏
i=0

Post(bi)Pre(bi+1)u(bi+1)

 Post(bx) (7)

Now consider an interval (bi, bi+1). We show that Post(bi)Pre(bi+1) =
∏bi+1−1

j=bi+1 Γ(w, j).
There are two cases to consider
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• Case bi+1 − bi < W: Then

Post(bi)Pre(bi+1) =
(
Γ(w, b+ 1)Γ(w, b+ 2) . . . Γ(w, b+ IR(b))

)
(1G) =

bi+1−1∏
j=bi+1

Γ(w, j)

• Case bi+1−bi ≥ W: Let s, t ∈N, be such that s, t < W and bi + s ≡W bi+1− t ≡W 0.
Lemma 8.5.3 shows that inside an interval all positions congruent modulo q satisfy
the same formulas and hence the product of group elements of any W = q|G| con-
secutive positions evaluate to the identity element. This is because; q consecutive
positions evaluate to a group element say m. Since W = q|G| we have that m is gen-
erated |G| times and m|G| gives the identity element 1G (See Preliminaries Chapter
2). Therefore u(bi + s + 1)u(bi + s + 2) . . . u(bi+1 − t) = 1G. So

Post(bi)Pre(bi+1) =
(
Γ(w, bi + 1)Γ(w, bi + 2) . . . Γ(w, bi + s)

)(
Γ(w, bi+1− t+ 1) . . . Γ(w, bi+1−1)

)
=

bi+1−1∏
j=bi+1

Γ(w, j)

Now substituting the value of Post(bi)Pre(bi+1) for all i < x on equation 7 will give us
the claim. �

We view N0(b) as a group value at a point b. Observe that the cardinality of B is finite,
even though it might depend on the length of the word w. The following lemma helps us
understand when does w be a model of φ. Recall that φ = Qm

Gz〈φ1, . . . , φK〉.

Lemma 8.5.6.

w,~a |= φ⇔
∏
i∈B

N0(i) = m and for all b in the infinite interval Γ(w, b) = 1G

Proof. (⇒) : Since w |= φ(~a) we have by Lemma 8.5.4 that for all b in the infinite
interval Γ(w, b) = 1G. Then the claim follows from Lemma 8.5.5.
(⇐) : Let the right side be true. Then by Lemma 8.5.5 we have that

∏∞
i Γ(w, i) = m.

The claim now follows from the definition of the group quantifier. �

So it remains to show that there exists an active domain formula which can multiply the
group values N0(i) in the correct order and also that there exists an active domain formula
to check whether u(b) = 1, for all b in the infinite interval. The major part of the work
is in showing the former. For this we need to go through the points in B in an increasing
order. The rest of the proof demonstrates

1. How we can treat each Bt differently.

2. There is an active domain formula which goes through the points in Bt in an increas-
ing order
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8.5.2 Treating each Bt differently

Recall the definition of N0(b) from the previous section.

Our aim is to give an active domain formula such that the formula evaluates to true iff the
group element

∏
i=0 Γ(w, i) is equal to m. The rest of this subsection will be devoted to

computing this product in a way which helps in building an active domain formula.

Let b < b′ be boundary points in B. Below we compute
∏b′−1

i=b N0(i) in a different way:

b′−1∏
i=b

N0(i) =
∏
i≥b

N0(i)

∏
i≥b′

N0(i)

−1

.

Observe that we can compute the product of the interval using two terms that both need
to know only one boundary of the interval. It becomes simpler if we note that the two
products do not really need to multiply all the elements Γ(w, i), for i ≥ b′ but simply
agree on a common set of elements to multiply.

g1

d1

g2

d2

g3

d3

B1 boundary points

h1 h2 h3 h4 h5 h6

B2 boundary points

Figure 12: Boundary points and group values there.

The following example will help us understand the method better. Consider Figure 12.
The arrows point to boundary points. The bold arrows point to the boundary points B1
and the dashed arrows point to the boundary points B2. Consider the point marked d1 and
our aim is to compute the product of the group elements to the right of it. We compute
the product in the following way.

• nd1 = Product of group elements in B2 > d1 = h2.h3.h4.h5.h6.

• nd2 = Product of group elements in B2 > d2 = h3.h4.h5.h6.

• nd3 = Product of group elements in B2 > d3 = h5.h6.

• md1 = (Group element at d1)×nd1= g1.h2.h3.h4.h5.h6.

• md2 = n−1
d2
×(Group element at d2) ×nd2 = (h3.h4.h5.h6)

−1g2(h3.h4.h5.h6).

• md3 = n−1
d3
× (Group element at d3) ×nd3 = (h5.h6)

−1g3(h5.h6)

• md1 .md2 .md3 gives product of group elements in interval [d1,∞) = g1.(h1).g2.(h3.h4).g3.(h5.h6).
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In the above example we inductively assumed that, starting from any point d1, we know
the product

∏
i∈B2,i>d1 Γ(w, i). We show that if we can go through the boundary points in

B1 in an increasing order, then we can compute the product of the group elements at both
B1 and B2.

We now formalize the above idea. Firstly we define functions which computes the product
of the group values for the set Bt1 .

N1(b) =
∏

b′∈Bt1
b′≥b

N0(b′)

N̂1(b) =
∏

b′∈Bt1
b′>b

N0(b′)

Note that N1(b) computes the product of group values at positions greater than or equal to
b, whereas N̂1(b) computes the product of group values strictly greater than b. Inductively
we define, for all k, such that 1 ≤ k ≤ |T |.

Nk(b) = Nk−1(b)
∏

b′∈Btk
b′≥b

(Nk−1(b′))
−1 N0(b′)N̂k−1(b′)

N̂k(b) = N̂k−1(b)
∏

b∈Btk
b′>b

(Nk−1(b′))
−1 N0(b′)N̂k−1(b′)

The following lemma shows that Nk(b) computes the product of group values at positions
in ∪ j≤kBt j , which are greater than or equal to b. On the other hand N̂k(b) computes the
product of group values at positions in ∪ j≤kBt j which are strictly greater than b.

Lemma 8.5.7. Let k be such that 1 ≤ k ≤ |T |. Let b ∈N. Then

Nk(b) =
∏
d≥b

d∈∪ j≤kBt j

N0(d)

N̂k(b) =
∏
d>b

d∈∪ j≤kBt j

N0(d)

Proof. We prove both the equations by induction over k. The base case, that is when
k = 1 is true by the definition of N1(b). So let us assume that the claim is true for k − 1.
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Then, we have for a b ≤ b′.

Nk−1(b). (Nk−1(b′))
−1 =


∏
d≥b

d∈∪ j<kBt j

N0(d)

 .


∏
d≥b′

d∈∪ j<kBt j

N0(d)


−1

=
b′−1∏
d=b

d∈∪ j<kBt j

N0(d) (8)

For a b < b′ we also have that.

N̂k−1(b). (Nk−1(b′))
−1 =


∏
d>b

d∈∪ j<kBt j

N0(d)

 .


∏
d≥b′

d∈∪ j<kBt j

N0(d)


−1

=
b′−1∏
d>b

d∈∪ j<kBt j

N0(d) (9)

We need to now prove the second equality. Let b ≤ b0 < b1 < · · · < bx−1 < bx be all
positions in Btk . Writing out the product we get

Nk(b) = Nk−1(b) (Nk−1(b0))
−1

 x−1∏
i=0

N0(bi) N̂k−1(bi) (Nk−1(bi+1))
−1

 N0(bx)N̂k−1(bx)

Substituting the equations 8 and 9 in the above equation gives us the following formula.

Nk(b) =


b0−1∏
d=b

d∈∪ j≤kBt j

N0(d)




x−1∏
i=0

N0(bi)


bi+1−1∏

d>bi
d∈∪ j≤kBt j

N0(d)



(
N0(bx)N̂k−1(bx)

)

=
∏
d≥b

d∈∪ j≤kBt j

N0(d)

Similarly we get that

N̂k(b) = N̂k−1(b) (Nk−1(b0))
−1

 x−1∏
i=0

N0(bi) N̂k−1(bi) (Nk−1(bi+1))
−1

 N0(bx)N̂k−1(bx)

=


b0−1∏
d>b

d∈∪ j≤kBt j

N0(d)




x−1∏
i=0

N0(bi)


bi+1−1∏

d>bi
d∈∪ j≤kBt j

N0(d)



(
N0(bx)N̂k−1(bx)

)

=
∏
d>b

d∈∪ j≤kBt j

N0(d)

Thus the claim is true for all k. �
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Observe that in the above lemma Nk(b) compute the product of group elements at posi-
tions greater than or equal to b in the set ∪ j≤kBt j , whereas N̂k(b) compute the product of
group elements at positions strictly greater than b in the set ∪ j≤kBt j .

The following Lemma shows that N|T |(1) gives the product of the group elements.

Lemma 8.5.8. We have that N|T |(1) =
∏

i∈B N0(i).

Proof. This follows from Lemma 8.5.7. �

We now give active domain formulas γm, m ∈ G, such that γm is true iff N|T |(1) = m.
For this we make use of the inductive definition of Nk and show that there exists active
domain formulas γm such that w |= γm(b) ⇔ Nk(b) = m. Similarly we give active
domain formulas γ̂m such that w |= γ̂m(b) ⇔ N̂k(b) = m. Observe that Nk(b) is got by

computing the product of
(
N̂k−1(b′)

)−1
u(b′)Nk−1(b′), over b′, where b′ strictly increases.

This requires us to traverse the elements in Btk−1 in an increasing order. The following
section builds a Sorting tree to sort the elements of Btk−1 in an increasing order.

8.5.3 Sorting Tree

Let t ∈ T . The aim of this section is to create a data structure, which can traverse the
elements in Bt in an ascending order. Note that the active domain formulas can only
“access” the active domain of the word. But what we need is to access the boundary
points. We know that if we assign the variables in a linear term to active domain points,
then we can get hold of the boundary point. Thus we can built active domain quantifiers
which can iterate through the active domain points of the word, compute the boundary
point and generate a group value associated at that particular point. So the first “idea”
will be to use active domain quantifiers for all variables appearing in the linear terms. But
can we get the active domain points in an ordered way?

The following example will give an intuition of the problem and the solution.

Example 8.5.9. Consider two linear equations 2y1 + y2 and y1 + 5y2, with the yis being
bounded variables. Thus they get assigned from the active domain of the word. Let the
active domain of a word w be D = {5, 10, 15}. Then the boundary points are

15, 30, 20, 55, 25, 80, 25, 35, 30, 60, 35, 85, 35, 40, 40, 65, 45, 90

if we assign the two variables (y1, y2) from D in the following order:

(5, 5), (5, 10), (5, 15), (10, 5), (10, 10), (10, 15), (15, 5), (15, 10), (15, 15)

Observe that if we follow the particular ordering, then the boundary points, BP is not
generated in the order we would want it to be (since it is not in ascending order). We
also see that there is repetition of occurrences of boundary points. Thus if we generate
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the group values in this ordering and compute its product, we would not get the required
product. Since we might be looking at non-commutative groups, we need to ensure that
BP is generated in an ascending order.

Here is the solution we propose. We rename the variables and generate the following
linear terms:

ρ1 = 2x1 + x2, ρ2 = x1 + 2x2, ρ3 = x1 + 5x2, ρ4 = 5x1 + x2

The first and third got by replacing y1 by x1 and y2 by x2. The second and fourth are got
by replacing y1 by x2 and y2 by x1. Now we make use of the fact that we have the leeway
to choose the active domain. We will assume that the active domain points we choose are

“very far” from each other. Thus, for any assignment to the xis such that x1 >> x2 we
have

5x1 + x2 > 2x1 + x2 > x1 + 5x2 > x1 + 2x2

Thus we have an ordering for any fixed assignment of the xis. Now we fix an ordering
among different assignments of xis. Consider Figure 13, where the active domain points
are marked r1, r2, r3. Let us look at one of the linear terms, say ρ1(x1, x2). Then we have

r1 r2 r3

Figure 13: The points marked are the active domain points

ρ1(r3, r3) > ρ1(r3, r2) > ρ1(r3, r1) > ρ1(r2, r2) > ρ1(r2, r1) > ρ1(r1, r1)

since r3 >> r2 >> r1. Note that x1 ≥ x2 always. That is we do not consider the points
generated by x1 < x2. But observe that since ρ1(x1, x2) = ρ2(x2, x1) we will be looking
at all the boundary points, even if we restrict our variables to this ordering.

We generalize the idea in the above example. In general we need to worry about not two,
but a fixed number of linear terms. Also the linear terms might contain variables with
negative co-efficients.

To take care of this general situation, we define a tree called sorting tree, Tt which cor-
responds to the set Bt. The tree satisfies the following property: If the leaves of the tree
are enumerated from left to right, then we get the set Bt in ascending order, provided the
active domain for the word is choosen judiciously. We will first give the construction of
the tree and then the active domain Rφ.

Sorting Tree: A node in Tt is labeled by a tuple ( f , A), where f (x1, . . . , xl) is a function
in Ft and A an assignment for the variables in f such that A(x1) > A(x2) > · · · > A(xl)
and ∀i ≤ l : A(xi) ∈ nnp(w).

We show how to inductively built the tree. The root is labeled by the tuple (t, {}), where t is
the function which depends only on ~y (and hence constant on ~x) and {} is the empty assign-
ment. The root is not marked a leaf node. Consider the internal node ( f (x1, . . . , xl), A).
It will have three kinds of children ordered from left to right as follows.
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1. Left children: These are labeled by tuples of the form ( f ′α, A′j) where

f ′α(x1, . . . , xl+1) = f (x1, . . . , xl) + αxl+1 and − ∆ ≤ α < 0,−α ∈N

A′j = A∪ [xl+1 7→ j], where j < A(xl) and j ∈ nnp(w)

The left children are now ordered as follows. The tuple ( f ′α1
, A′j1) is on the left of

( f ′α2
, A′j2) if j1 > j2 or if j1 = j2 and α1 < α2.

2. Middle child: It is labeled by the tuple ( f ′′, A) where f ′′(x1, . . . , xl) = f (x1, . . . , xl).
It is marked a leaf node.

3. Right children: These are labeled by tuples of the form ( f ′α, A′j) where

f ′α(x1, . . . , xl+1) = f (x1, . . . , xl) + αxl+1 and 0 < α ≤ ∆,α ∈N

A′j = A∪ [xl+1 7→ j], where j < A(xl) and j ∈ nnp(w)

The children are now ordered as follows. The tuple ( f ′α1
, A′j1) is on the left of

( f ′α2
, A′j2) if j1 < j2 or j1 = j2 and α1 < α2.

Observe that if there is no j such that j < A(xl) and j ∈ nnp(w), then ( f , A) will only
have the single child ( f ′′, A). The tree is built until all functions with s variables appear
in leaves and hence the depth of the tree is s + 2.

Active domain: The infinite set Rφ ⊆ RφK satisfies the following property: Any two points
a < b in Rφ is such that b ≥ a(4s∆). The idea is to ensure that the active domain points
are “far” enough to satisfy the nice properties we will soon see. Note that there always
exists an infinite set with the above property. We pick any set which satisfies this property
and call it Rφ.

Let us look at the following example. Figure 14 shows part of a tree, where ∆ = 2, t = 0
and nnp(w) = {5, 25, 625}. Note that the values of the leaves of tree is in ascending order.

Let R = 4s∆. Let us also assume that nnp(w) ⊆ Rφ. Given a node ( f , A), we say
the value of the node is the function f evaluated under the assignment of A (denoted by
f (A)).

Lemma 8.5.10. Let N be an internal node labeled by a function f (x1, . . . , xl) with l < s
and an assignment A. If A(xl) = n, then the children of this node have values in the range
[ f (A) − ∆

R
n, f (A) + ∆

R
n]. Moreover the values of the children increases from left to right.

Proof. The range is given by the construction. Let us look at the tree and the case when
both α1 and α2 are negative. The other cases are similar to this case or are trivial. There
are two cases to consider now. If j1 > j2, then R. j2 ≤ j1. Therefore |α2|. j2 ≤ j1 and since
both the αis are negative we get α2. j2 > α1. j1, which shows that the value of the children
increases from left to right. In the other case, we have that α1 < α2 and j1 = j2. Then it
is obvious that α1. j1 < α2. j2 and therefore the claim is true. �
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Figure 14: Sorting Tree: The double circles represent leaves of the tree. The nodes of the
tree are labeled ( f , A), where A is an assignment for the function f and t = 0. For better
presentation we only show the assignment to the newly introduced variable in a node. For
example, the tuple (x− 2y, 25) assigns x = 625 and y = 25. The assignment to x is given
in the node’s parent.

Next we show that for any two neighboring nodes in the tree, the values in the leaves of
the subtree rooted at the left node is less than the values in the leaves of the subtree rooted
at the right node. Let V( f ,A) denote the set of values in the leaves of the subtree rooted at
( f , A).

Lemma 8.5.11. Let ( f , A) and ( f ′, A′) be neighboring nodes of the same parent such
that ( f , A) is to the left of ( f ′, A′). Then u < v for every u ∈ V( f ,A) and v ∈ V( f ′,A′).

Proof. Let f =
∑l−1

i=1 αixi + αlxl + t and f ′ =
∑l−1

i=1 αixi + α′l xl + t. We show that
the rightmost element, u in V( f ,A) is less than the left most element, v in V( f ′,A′). From
Lemma 8.5.10 and applying induction on the depth of the tree, one can show that u ≤
f (A) + (s − l)∆

R
n and v ≥ f ′(A′) − (s − l)∆

R
n′. Let n = A(xl) and n′ = A′(xl). Let

us assume that both coefficients α′l ,αl > 0. A similar analysis can be given for other
combinations of α′l and αl. Now since ( f , A) is the left neighbor of ( f ′, A′) we have
n < n′. Then v − u ≥ α′ln

′ − (s − l)∆ n′
R
− αln − (s − l)∆ n′

R
≥ n′ − 3s∆ n′

R
> 0. The claim

follows, since R = 4s∆. �

The next lemma says that the values of the leaves of the tree increases as we traverse from
left to right.

Lemma 8.5.12. Let ( f , A) and ( f ′, A′) be two distinct nodes such that f (A) < f ′(A′).
Then ( f , A) appear to the left of ( f ′, A′).

Proof. This follows from Lemma 8.5.11. �
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Lemma 8.5.12 shows that if we travel the tree from left to right, then we get the elements
in Bt in an ascending order. The following lemma now shows how to build a formula,
which can use the sorting tree to traverse through the elements in Bt.

Lemma 8.5.13 (Tree Lemma). Let nnp(w) ⊆ Rφ. Fix t ∈ T. Assume that for every b ∈ Bt

we have an element gb ∈ G. For all f ∈ Ft, m ∈ G, ~d ∈ nnp(w)t, ~a ∈ Nr, let γm
f be

active domain formulas such that w, ~d,~a |= γm
f (~x,~y) iff g f (~d,~a) = m. Then there are active

domain formulas Γm′ such that

w,~a |= Γm′(~y) iff
∏
b∈Bt

gb = m′

Proof. We will use the sorting tree, Tt corresponding to Bt for the construction of our
formula. Recall that the nodes are labeled by tuples ( f , A), where f is a function and
A is the assignment of the parameters of f . Let V( f ,A) ⊆ Bt be the set of values at the
leaves of the subtree rooted at the node labeled by ( f , A), and g( f ,A) =

∏
b∈V( f ,A)

gb.

We will do induction on the depth D of the tree. Let τm,D
f (~x) be a formula such that

w, ~d |= τm,D
f (~x) iff

∏
b∈V

( f ,~d)
gb = m where ( f , ~d) is the label of a node that has a

subtree of depth at most D.

Base Case (leaves): We define τm,0
f (~x) = γm

f (~x).

Induction Step: Let us assume that the claim is true for all nodes with a subtree of depth
at most D. Let the node labeled by ( f , A) have a subtree of depth D + 1. We will need
to specify the formula τm,D+1

f (~x), where ~x agrees with the assignment A. For every child
( f ′, A′) of ( f , A) the depth of the corresponding subtree is less than or equal to D. Hence
we know we have already formulas by induction.

Recall what the children of ( f , A) are: They are of form ( f ′α, A′j) and ( f ′′, A j). Moreover
all nodes ( f ′α, A′j), where α is negative, come to the left of ( f ′′, A j) and all nodes ( f ′α, A′j),
where α is positive, come to its right.

We start by grouping some of the children and computing their product. We let T−(A′j) be
the product of all subtrees labeled by ( f ′α, A′j) for α = −∆,−∆+ 1, . . . ,−1. This is a finite

product so we can compute this by a Boolean combination of the formulas τm,D
f ′α

(~x, xl+1).

π−,m,D
f (~x, xl+1) ::=

∨
m−∆...m−1=m

( −1∧
α=−∆

τmα,D
f ′α

(~x, xl+1)

)

Now we want to compute the product
(∏

j∈nnp(w)(T−(A′j))
−1

)−1
which is the product of

the T−(A′j) where j ∈ nnp(w) is decreasing. But this can be computed using an active

domain group quantifier, τ−,m,D
f (~x) as follows:

τ−,m,D
f (~x) = Qm−1

G xl+1
(
¬λ(xl+1) ∧ (xl > xl+1)

)
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〈π
−,m−1

1 ,D
f (~x, xl+1), . . . , π

−,m−1
K ,D

f (~x, xl+1)〉

Recall that the elements of group G are ordered m1, . . . , mK . For the single node ( f ′′, A)
we already have the formulas τm,D

f ′′ (~x) by induction (here we have ~x since the assignment
A is the same for ( f , A) and ( f ′′, A)).

Similarly we define formulas π+,m,D
f (~x, xl+1) for the positive coefficients, and compute

their product
∏

j∈nnp(w) T+(A′j) in an increasing order.

π+,m,D
f (~x, xl+1) ::=

∨
m1...m∆=m

( ∆∧
α=1

τmα,D
f ′α

(~x, xl+1)

)

τ+,m,D
f (~x) ::= Qm

G xl+1
(
¬λ(xl+1) ∧ (xl > xl+1)

)
〈π+,m1,D

f (~x, xl+1), . . . , π
+,mK ,D
f (~x, xl+1)〉

We have now computed the product of the group elements for the three different groups
of children. So by a Boolean combination over these formulas we get τm,D+1

f (~x):∨
m′m′′m′′′=m

(
τ−,m′,D

f (~x) ∧ τm′′,D
f ′′ (~x) ∧ τ+,m′′′,D

f (~x)
)

So finally we get Γm′ which is same as the formula τm′,s+2
(t,{})

, which is valid at the root of
the tree. �

We can also relativize the formulas Γm′ , with respect to any position.

Lemma 8.5.14. Let the hypothesis of Lemma 8.5.13 hold. Then for all m ∈ G, there are
active domain formulas Γm(z,~y) such that

w, d,~a |= Γm(z,~y) iff
∏
b∈Bt
b≥d

gb = m

Similarly, for all m ∈ G, there are active domain formuals Γm(z,~y) such that

w, d,~a |= Γm(z,~y) iff
∏
b∈Bt
b>d

gb = m

Proof. We will show how to do the first part of the Lemma. We can conjunct all formulas
γm

f , for m , 1G, with the condition z ≥ f (~x,~y). Whereas the formula γ1
f , can be disjuncted

with the formula z ≥ f (~x,~y). Now applying the tree Lemma 8.5.13 will give us the
required formula. �
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8.5.4 Constructing the active domain formula

This subsection uses all the previous subsections to build the active domain formula we
are looking for.

First for all m ∈ G, f ∈ F, we give formulas γm
f such that it is true when N0 evaluates to

m.

Lemma 8.5.15. For all m ∈ G, f ∈ F, there are formulas γm
f (~x,~y) such that for all

d1, . . . , ds ∈ nnp(w), we have that

w |= γm
f (
~d,~a)⇔ N0( f (~d,~a)) = m

Proof. For a l ∈N, the following formula checks if there is are points f ′(~x,~y) and f (~x,~y)
such that the difference between them is l.

δl
f (~x,~y) ::=

∨
f ′∈F\ f

Qm1
G ~x′〈 f ′(~x′,~y) = f (~x,~y) + l, f alse, . . . , f alse〉

For an i ≤ K, we denote by φ̃mi(z,~y) the formula
∧

j<i ¬φ j(z,~y) ∧ φi(z,~y).

So we have that IR(b) = l iff δl+1
f ∧

∧
l′<l ¬δ

l
f is true. We define πm,+l

f to be true if the
product of the first l group elements to the right is m.

πm,+l
f (~x,~y) ::=

∨
g0...gl=m

( l∧
i=0

φ̃gi( f (~x,~y) + i,~y)
)

We now give a formula ψPost
f ,m (~x,~y) such that Post( f (~d,~a)) = m iff w |= ψPost

f ,m (~d,~a). Now
we have two cases to consider.
Case IR(b) < W: For each of the case b < b′ such that l = b′ − b < W, the formula πm,l

f
compute the product of the group elements. We define ψm

f to be true if the interval is less
than W and the product of the group elements is equal to m.

ψm
f (~x,~y) ::=

W−1∧
l=1

((
δl

f (~x,~y) ∧
l−1∧

l′=1

¬δl′
f (~x,~y)

)
→ πm,+l

f (~x,~y)
)

Case IR(b) ≥ W: When b′ − b ≥ W we have to compute the product for the first r group
elements, where b + r ≡W 0 and r ≤ W. Therefore we define ψ̂m

f which computes the
product of the group elements equal to m in this case.

ψ̂m
f (~x,~y) ::=

W∧
l=1

(
f (~x,~y) + r ≡W 0

)
→ πm,+r

f (~x,~y)

A Boolean combination over δl
f , ψ̂m

f and ψm
f can give us the formula ψPost

f ,m .

ψPost
f ,m (~x,~y) ::=


W−1∧

l=1

¬δl
f

 =⇒ ψ̂m
f

∨ ψm
f
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Similarly we give formulas ψPre
f ,m for all m ∈ G and f ∈ F, such that Pre( f (~d,~a)) = m iff

w |= ψPre
f ,m(

~d,~a).

For all m ∈ G and f ∈ F, the formulas, γm
f (~x,~y) are as follows:

γm
f (~x,~y) ::=

∨
g1g2g3=m

ψPre
f ,g1
∧ φ̃g2 ∧ ψ

Post
f ,g3

�

We know that for every b ∈ B there is a function f ∈ F, d1, . . . , ds′ ∈ nnp(w), such that
b = f (~d,~a), where ~a is the fixed assignment to the variables ~y. We will use this encoding
of a position and define a formula νm

k, f such that

w, ~d,~a |= νm
k, f (~x,~y)⇔ Nk( f (~d,~a)) = m

Similarly we define formulas ν̂m
k, f such that w, ~d,~a |= ν̂m

k, f (~x,~y) iff N̂k( f (~d,~a)) = m. We
show this by induction over k ≤ |T |. Starting with the base case k = 1.

Lemma 8.5.16. Let d1, . . . , ds′ ∈ nnp(w). For each m ∈ G, there is an active domain
formula νm

1, f (~x,~y) in L[<,+], such that if

w |= νm
1, f (

~d,~a)⇔ N1( f (~d,~a)) = m

Similarly there is an active domain formula ν̂m
1, f (~x,~y) in L[<,+] such that if

w |= ν̂m
1, f (

~d,~a)⇔ N̂1( f (~d,~a)) = m

Proof. Consider the set Bt1 of boundary points formed using functions Ft1 . Look at all
the formulas γm

f , where f ∈ Ft1 , given by Lemma 8.5.15. Now we are in a position to
apply Lemma 8.5.14, which gives us the required formulas. �

The induction step follows.

Lemma 8.5.17. Let d1, . . . , ds′ ∈ nnp(w). For each m ∈ G, there is an active domain
formula νm

k, f in L[<,+], such that

w, ~d,~a |= νm
k, f (~x,~y)⇔ Nk( f (~d,~a)) = m

Similarly there is an active domain formula ν̂m
k, f (~x,~y) in L[<,+], such that

w |= ν̂m
k, f (

~d,~a)⇔ N̂k( f (~d,~a)) = m
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Proof. For all m ∈ G and f ′ ∈ Ftk we give formulas γm
f ′ such that the following holds:

w, ~d′,~a |= γm
f ′(~x,~y)⇔

(
N̂k−1(b′)

)−1
N0(b′)N̂k−1(b′) = m

Here d′1, . . . , d′s ∈ nnp(w) and f ′(~d′,~a) = b′. By induction hypothesis there exists for-
mulas νm

k−1, f ′ and ν̂m
k−1, f ′ which corresponds to Nk−1( f ′(~x,~y)) and N̂k−1( f ′(~x,~y)) respec-

tively. Taking a Boolean combination over these formulas we get the required formula
γm

f ′ . We now apply our Tree Lemma 8.5.14 which gives us formulas Γm, for all m ∈ G,
such that

w, ~d,~a |= Γm( f (~x,~y),~y)⇔ w |=
∏

b′∈Btk
b′>b

(
N̂k−1(b′)

)−1
u(b′)Nk−1(b′) = m

Taking Boolean combination over Γm and νm
k−1, f will give us the formula νm

k, f . Similarly
we can build active domain formulas ν̂m

k, f (~x,~y), for all m ∈ G. �

The formulas we were looking for are the active domain formulas νm
|T |, f , where f is the

function which outputs the constant 1. The following Lemma now follows.

Lemma 8.5.18. Let nnp(w) ⊆ Rφ. Then∏
b∈B

N0(b) = m⇔ w,~a |= νm
|T |,1(~y)

Proof. From Lemma 8.5.17 it follows that w,~a |= νm
|T |,1 ⇔ Nk(1) = m. The claim now

follows from Lemma 8.5.8. �

Now we are in a position to finish the proof of our main Lemma.

Proof of Lemma 8.4.6. By Lemma 8.5.6 we know that it suffices to compute the product
of N0(b), provided the infinite interval evaluate to identity. From Lemma 8.5.18 we
know that there are active domain formulas νm

|T |,1 ∈ L[<,+] such that N|T |(1) = m iff
w,~a |= νm

|T |,1, provided the active domain of the word w comes from the set Rφ.

We need to do one last thing. Check that the infinite interval evaluates to 1G. Replace all
formulas z > ρ, z < ρ, c(z) for a c , λ and λ(z) by true, f alse, f alse, true respectively in
the formulas φ̂i and call these formulas ψ̂i. There exists a witness in the infinite interval
for the formula φ̂i iff ψ̂i evaluates to true. By Theorem 8.5.4 there should not be any
witness in the infinite interval. Therefore the formula ψ̂ =

∨
i ψi evaluates to true iff the

infinite interval does not evaluate to 1G.

Combining both the formulas, we get that φ′(~y) = ¬ψ̂(~y) ∧ νm
|T |,1(~y) and therefore for all

w, such that nnp(w) ⊆ Rφ and for all ~a ∈Nr we have that

w |= φ(~a)⇔ w |= φ′(~a)

This completes the proof. �
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8.6 discussion

We have shown that in the presence of a neutral letter the addition relation collapse to
linear ordering no matter what monoid quantifier is being used. All languages definable
using monoid quantifiers and an order predicate, on the other hand, are regular [BIS90].
Now using semigroup theoretic methods we can separate these classes [Str94]. This en-
abled us to show separation between various logics which uses addition and order predi-
cates.

Unfortunately if both addition and multiplication are present, then the collapse does not
happen. It is also interesting to note that non-solvable groups do not show any sur-
prising property if only addition is present, but as we know from Barrington’s theorem
non-solvable groups behave quite differently when both addition and multiplication are
present.

Figure 15 compare the expressiveness of different logics in the presence of only addition
and linear order.

FOgrp[<,+]

FOmod[<,+]

FO[<,+]

mod[<,+] C6[<,+] C2[<,+]

grp[<,+] S 10[<,+] S 5[<,+]

Figure 15: Relation between logics with regular quantifiers and addition relation. The
arrows show strict inclusion. No arrow show that the classes are incomparable. C6 and
C2 denote cyclic groups with 6 and 2 elements respectively and S 10 and S 5 denote sym-
metric groups with 10 and 5 elements respectively. The diagram would be similar if the
only predicate was <. On the other hand, if multiplication is present, the logics behave
differently and many questions remain open.

The ultimate objective is to show non-expressibility results for arbitrary predicates or at
least when both addition and multiplication are present. The fundamental question is to
understand

Open Problem 8.6.1. Is FOmod[<,+,×] a strict subset of FOgroup[<,+,×]?

One possible direction to take this work forward will be to identify the kinds of predicates
where our techniques could be applied. That is

105



8.6. DISCUSSION

Open Problem 8.6.2. Let S be a subset of monoids. Are there numerical predicates, P
such that

LS[<,+, P] ∩NLL = LS[<] ∩NLL?

Another way to look at separating the “natural uniform” versions of the complexity classes
will be to ask whether one can come up with other suitable restrictions on the set of lan-
guages. We saw how restricting the language class to neutral letter languages, help us
come up with lower bound results. Can one come up with better restrictions on the set of
languages? Inside this restricted set of languages can one show addition and multiplica-
tion collapse to order relation? This seems to be the idea Straubing considers in [Str05].
Straubing [Str94] proposes word problems over Regular language as a suitable restric-
tion, while McKenzie, Thomas, Vollmer [MTV10] consider context free languages as a
restriction.

Another interesting question which our result fails to answer is whether word problems
over non-solvable groups can be defined in maj[<,+] [KLR07]? Can our techniques be
of use when working with infinite groups?

Open Problem 8.6.3. Is FOgroup[<,+] a subset of maj[<,+]?
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9

F O G R P [<,+] S AT I S F I A B I L I T Y

9.1 introduction

We first look at the satisfiability of FO2[<, succ, y = 2x, 1] and then Presburger arithmetic
extended with modulo counting quantifier and finally we look at the satisfiability of the
logic FO2unC[<, succ].

9.2 two variable logic with addition

Here we show that the satisfiability of the logic FO2[<, succ, y = 2x, 1] is undecidable.
We observe first that addition relation in a two variable logic is equivalent to the relation
y = 2x. Hence we show that the logic FO2[<,+] is undecidable.

Theorem 9.2.1. Satisfiability of FO2[<, succ, y = 2x, 1] over words is undecidable.

Proof. We reduce from the undecidability of the emptiness problem of deterministic lin-
ear bounded automata (DLBA) . That is, given a DLBA, M we give a formula αM ∈

FO2[<, succ, y = 2x, 1] such that

∃w M accepts w⇔ αM is satisfiable

Consider a configuration run of M on a word w. Let Γ be the set of all letters which
occur in the configuration run. Therefore there exists a mapping τ ⊆ (Γ3 × Γ3), which
determines for every triple of possible symbols at positions i − 1, i, i + 1, the set of all
valid symbols possible at positions i − 1, i, i + 1 in the next configuration. The alphabet
for αM will be Σ = Γ3 ×P({♦, $, $′}) and hence the models of the formula will be a subset
of Σ∗. Since the models of the formula correspond to a configuration run of the machine
M, we have that every two consecutive triples should satisfy some constraints. That is if
(γ1, γ2, γ3) ∈ Γ3 is present at a location i, then the i + 1th position of the word should
satisfy the tuple (γ2, γ3, γ′), where γ′ ∈ Γ can be arbitrary. Let us denote this constraint
by the “right” relations β ⊆ (Γ3 × Γ3).
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9.2. TWO VARIABLE LOGIC WITH ADDITION

We now give an encoding for a model which satisfies the relations β, γ and whch has the
final state somewhere. The models for αM are of the form:

ŵ = R0{$, ♦}C0{$′, ♦}R1{$, ♦}C1{$′, ♦}R2...{$, ♦}Cl{$′, ♦}

Here R0 does not contain the symbols ♦ or $ or $′. Infact none of the Ris contain these
symbols. Thus the first occurence of {$, ♦} and {$′, ♦} respectively are unique points in
the word. The initial configuration of the run (denoted by C0 here) lies between these two
points. The following conditions can ensure this.

1. There is a unique position, I such that I is the first position where {$, ♦} is true.

2. There is a unique position, J such that J is the first position where {$′, ♦} is true.

3. J < 2I.

4. For all k ≤ I, the propositions ♦, $, $′ are false.

The configuration run of the DLBA consists of the following sequences C0C1...Cl. Thus
the subwords R0, R1, ..., Rl−1 ∈ Σ∗ do not have any significance as far as the configuration
run is considered. These are “dummy” subwords to help us use our relation y = 2x. Even
inside Ci for all i ≤ l, the only points of importance are those points with the ♦. Thus we
can verify the final state condition as follows.

5. There exists a position with a ♦ and a final state from Γ.

We ensure that all points in C0, our initial configuration has the ♦ and thus correspond
exactly to an initial configuration of the machine M. Any other point j in Ci contains
♦ if and only if j = 2k and k is a point in Ci−1 with ♦. We thus propogate the ♦ to all
configurations. Similarly we propogate the $ and $′ symbols. That is j contains $ symbol
if and only if j = 2k (apart from the initial unique point) and k contains the $ symbol. We
list down these conditions below.

6. For all positions k, such that I ≤ k ≤ J, ♦ is true.

7. For all positions k > J, ♦ is true at k iff k = 2l and ♦ is true in l.

8. For all positions k > J, $ is true at k iff k = 2l and $ is true at l.

9. For all positions k > J, $′ is true at k iff k = 2l and $′ is true at l.

10. All positions with should have exactly one letter from Γ3.

Let us denote by γk to be the kth letter in ŵ restricted to Γ3. That is γk = ŵ[k] ∩ Γ3.
Because of (10), γk ∈ Γ3. We next show how the τ relation is maintained in the configura-
tions.
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9.2. TWO VARIABLE LOGIC WITH ADDITION

11. Let 2k > J has a ♦ and does not have $ or $′. Then τ(γk, γ2k) should be true.

Now we need to maintain the “right” relation β. For this we also use the points which
are inside the configurations Ci but which do not contain the ♦. These points help us to
transfer the β relation from a point in Ci with ♦ to the next point in Ci with ♦.

12. Let 2k > J has a ♦ and does not have $ or $′. Then γ2k = γ2k−1 and β(γ2k, γ2k+1)
holds.

13. Let ♦ be false at k and k + 1. Then γk+1 = γk.

We claim that if we project the letters from Γ3 in all the positions with the ♦ letter, then
we get the configuration run of the machine M.

Claim 9.2.2. Let ŵ be a word which satisfy all the above conditions. Then ŵ|Γ3 is a
successful configuration run of M.

Proof. The conditions (1) − (4) ensure that the initial configuration is correct. The con-
ditions (6) − (10) ensures that the ♦, $ and $′ are marked correctly. From the conditions
(11), we know that the down relation, τ is respected by the word. The right relations are
tranferred from a state with a ♦, along a path with no ♦ to a state with a ♦. Conditions
(12), (13) ensure that the right relation is respected. Finally condition (5) ensures that
the final state is seen. �

We now show that each of the above conditions can be written in FO2[<, succ, y = 2x, 1].
In the following formula, x is the unique position which satisfy condition (1):

U1(x) := (($(x) ∧ ♦(x) ∧¬$′(x)) ∧ (∀y (y < x) =⇒ ¬$(y) ∧¬♦(x) ∧¬$′(x))

In the following formula, y is the unique position which satisfy condition (2):

U2(y) : ($′(y) ∧ ♦(y)) ∧ (∀x (x < y) =⇒ ¬$′(x))

Using the above formulas we can easily write formulas for conditions (1) − (5). The first
row of the input for the machine M, lies exactly between the first and second unique point.
In the following formula, x is true iff it points to a position in the first row of the input
(between the first and second unique point).

FirstRow(x) := ∃y (y < x ∧U1(y)) ∧ ∃y (y > x ∧U2(y))

Using the above formula we can write Condition (6) as follows: ∀x FirstRow(x) =⇒
♦(x). The following formula is true if x > J the second unique position and contains a ♦.

Con f igPos(x) := ♦(x) ∧ ∃y U2(y) ∧ x > y

Then Condition (7) (Similarly conditions (8) and (9)) can be written as follows.

∀x Con f igPos(x)⇔ (∃y (x = 2y) ∧ ♦(y))
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Let Γ3 = {γ1, γ2, . . . }. Condition (10) is easy to state and Condition (11) can be ex-
pressed as follows.

|Γ3|∨
i=1

∀x (Con f igPos(x) ∧¬$(x) ∧¬$′(x) ∧ γi(x))⇒

∃y (x = 2y) ∧
∨

(γ j,γi)∈τ

γ j(y)


Condition (12) can be expressed as follows.

|Γ3|∨
i=1

∀x (Con f igPos(x) ∧¬$(x) ∧¬$′(x) ∧ γi(x))⇒

γi(x − 1) ∧
∨

(γi,γ j)∈β

γ j(x + 1)


Condition (13) can be written as follows.

|Γ|∨
i=1

∀x (γi(x) ∧¬♦(x) ∧¬♦(x + 1) ∧ ∃y (U2(y) ∧ y < x))⇒ γi(x + 1)

Conjuncting each of the above FO2[<, succ, y = 2x, 1] formula will give us the formula
αM which is satisfiable iff there exists a satisfying run on M. �

9.3 presburger arithmetic with mod quantifiers

We now look at Presburger arithmetic [Pre29] 1. The expressive power of FOmod over
(N,<,+) is the same as that of FO over (N,<,+), that is, the semilinear sets (Ginsburg
and Spanier [GS66]). Infact as Schweikardt et.al [Sch05] points out (see Theorem 7.1.15)
Presburger arithmetic is closed under unary counting quantifiers and hence under modulo
counting quantifiers.

Let us now look at satisfiability of FOmod over (N,<,+). Schweikardt et. al [Sch05]
gives a translation from unary counting quantifiers to FO. This translation is non-elementary.
Now satisfiability of FO over (N,<,+) can be done in double exponential space and
hence it follows that satisfiability of FOmod is non-elementary. In this chapter we give a
better bound.

Our proof follows the method of Ferrante and Rackoff [FR79], who showed that a quan-
tifier of Presburger arithmetic can be replaced by a bounded quantifier (rather than elim-
inated straightaway), and the bounding terms are triple exponential in the size of the
formula. This gives a nondeterministic 2Expspace machine enough leeway to check for
satisfiability. We use the technique to give a 2Expspace upper bound for FOmod over
(N,<,+). The Ferrante and Rackoff method can also be found in the model theory book
[Hod97].

To arrive at this bound, we recall the Ehrenfeucht-Fraïssé game [Ehr69, Fra71, Pot94] for
modulo counting logic. We call the game corresponding to FOmod(q) as EFmod(q). The

1 See Chapter Prelimaries 2 for the precise definition and Chapter 7 for properties of this logic.
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9.3. PRESBURGER ARITHMETIC WITH MOD QUANTIFIERS

game is given below. The game starts with two structures A and B (with domains A and
B, respectively) of the same signature and a number n ≥ 1. The game consists of n moves,
where two players I and II (also called “spoiler” and “duplicator”, respectively) choose
elements (ai)i=1,...,n from A and elements (bi)i=1,...,n from B, according to the following
rules. Before any move, player I decides whether to play the point move or the set move.
The two different moves are given below.

Definition 9.3.1. Point Move

1. Player I chooses a structure (A or B). If I chooses A, I picks an element ak from
that structure. Otherwise I picks an element bk from the structure B.

2. Player II then selects an element from the other structure, so if I choosesA, II picks
an element bk from B. Otherwise II picks an element ak fromA.

Definition 9.3.2. Set Move - q-modular move

1. Player I choosesA or B. Assume I choosesA. Player I now picks a set A0 ⊆ A.

2. Player II picks a subset B0 ⊆ B, such that |A0| ≡ |B0|( mod q).

3. Player I chooses a structure. Assume I choosesA and picks an element ak ∈ A.

4. Player II picks an element bk ∈ B, such that ak ∈ A0 iff bk ∈ B0.

Player II wins an n-Move game iff after n moves the mapping (a1, ..., an) → (b1, ..., bn)
is a partial isomorphism from A to B, that is, it preserves equality and < and + relation.
Otherwise player I wins. We denote by (a1, ..., ak) ∼n

q (b1, ..., bk) the fact that player II
can always win an n-Move game with the positions a1, ..., ak, b1, ..., bk initially marked.
The equivalence ∼n

q is called game equivalence.

Proposition 9.3.3. [Pot94] Player II has a winning strategy for a k-Move EFmod(q) game
on structures A and B iff A and B satisfy the same FOmod formulas over (N,<,+) of
quantifier depth ≤ k and whose lcm is q.

We will use the game to now define an equivalence relation between tuples of numbers
“affine equivalence”, ≈n

q which is a finer partition than ∼n
q. We first define sets Vi for all

0 ≤ i ≤ n. 2

Definition 9.3.4.
V0 = {−2,−1, 0, 1, 2}

V′i = {
lcm Vi

v
.v′ | v, v′ ∈ Vi}, Vi+1 = V′i ∪ {a + b | a, b ∈ V′i }

2 See for example Hodges [Hod97] for a corresponding treatment for FO.
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Let N = lcm Vn, δ = qnN2. Note that we define lcm of a set S to be the smallest
positive number which can be divided by all non-zero numbers in S . Now we define
linear functions, Fn

k (~x).

Definition 9.3.5.

Fn
k (~x) = { f (~x) | f = c +

k∑
i=1

cixi; ci ∈ Vn and c ≤ δ}

Our idea is to show that FOmod formulas of depth i cannot “represent” any affine function
other than those whose coefficients come from Vi, for all i. The following definition makes
this idea formal.

Definition 9.3.6. (affine equivalence) For vectors ~a, ~b of length k, ~a ≈n
q
~b iff for all

f ∈ Fn
k (~x) the conditions below are satisfied.

f (~a) ≤ 0 iff f (~b) ≤ 0 (10)

f (~a) ≥ 0 iff f (~b) ≥ 0 (11)

ai ≡ bi( mod δ),∀1 ≤ i ≤ k (12)

That is if (a1, . . . , an) and (b1, . . . , bn) satisfy the (3) conditions given above, then no
FOmod formula of depth n will be able to distinguish them. The k-ary affine functions
expressible using FOmod formulas of quantifier depth n are in Fn

k .

The following Lemma show that affine equivalence, ≈0
q refines game equivalence, ∼0

q.
That is the lemma shows that if the tuples satisfy the conditions for functions f from F0

k ,
then no 0 depth FOmod formula will be able to distinguish them. This is the base case of
our induction.

Lemma 9.3.7. ∀k ∈N and k length vectors ~a,~b, we have that ~a ≈0
q
~b⇒ ~a ∼0

q
~b

Proof. Let ~a ≈0
q
~b. To show that ~a ∼0

q
~b, it is sufficient to show that ~a and ~b satisfy the

same set of formulas of depth 0. The depth 0 formulas are of the form xi + x j = xl and
xi < x j, for all i, j, l ≤ k. From ~a ≈0

q
~b it follows that

∑k
i=1 ciai ≤ 0 iff

∑k
i=1 cibi ≤ 0, for

ci ∈ V0 and hence the same set of depth 0 formulas are satisfied by ~a and ~b. �

The next lemma is the main lemma. It shows that the affine equivalence ≈n
q is finer than

the game equivalence ∼n
q. The lemma also shows that for every tuple (a1, . . . , an) there

exists a tuple (b1, . . . , bn) where all the bis are “small” and such that ~a ≈n
q
~b.

What does it mean for satisfiability for FOmod logic? It shows that if a formula is satisfied
then we can find “small” numbers which will satisfy the formula. We obtain a double
exponential bound on how far one needs to search. Before we begin the lemma recall that
N = lcm Vn, δ = qnN2.
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Lemma 9.3.8. For all q, n ∈ N and k length vectors ~a and ~b; ~a ≈n
q
~b ⇒ ~a ∼n

q
~b. Further

there exists a constant, c such that, if every element of ~b is upper bounded by m and ~a ≈n+1
q

~b then for all ak+1 ∈N there exists bk+1 ≤ qnm22c(n+k)
such that ~a, ak+1 ≈

n
q
~b, bk+1.

Proof. Let ~a and ~b be k length vectors. We prove the claim by induction on n. The base
case is given by Lemma 9.3.7.

So let us assume that ~a ≈n+1
q ~b and ∀k ∈ N and for all vectors ~z1, ~z2 of length k and

∀ j ≤ n, we have that ~z1 ≈
j
q ~z2 ⇒ ~z1 ∼

j
q ~z2. To prove that ~a ∼n+1

q ~b consider the n + 1-
round game. Suppose Player I chooses ak+1, we will find a bk+1 for Player II such that
~a, ak+1 ≈

n
q
~b, bk+1. By induction hypothesis this will imply ~a, ak+1 ∼

n
q
~b, bk+1 and hence

Player II can always win an n + 1-round game.

point move: Let Player I pick the element ak+1 in structure A. First let us assume
that f (~a, ak+1) := t(~a) − cak+1 = 0, where f ∈ Fn

k+1. Then we have that ak+1 =
t(~a)

c .

Player II then picks a bk+1 =
t(~b)

c . The three conditions for ~a, ak+1 ≈
n
q
~b, bk+1 can be

proved.

So let us assume now that f (~a, ak+1) , 0, for an f ∈ Fn
k+1. Consider the set of all

statements of the form

f (~a, ak+1) = t(~a) + cak+1 < 0 and f (~a, ak+1) = t(~a) + cak+1 > 0

where f ∈ Fn
k+1, c > 0. Consider the set of terms H = {

f (~x)
c | f ∈ Fn

k , c ∈ Vn} and let
these terms be ordered as h1(~a) < .... < hr(~a). Let hl(~a) < ak+1 < hl+1(~a). We show
that Player II can pick any bk+1 which satisfies:

hl(~b) < bk+1 < hl+1(~b) and ak+1 ≡ bk+1( mod δ)

Let us denote by gi(~x) = Nhi(~x). Since for all i ≤ r, gi(~x) ∈ Fn+1
k and ~a ≈n+1

q ~b we
have that for all i ≤, gi(~a) ≡ gi(~b)( mod qn+1lcm Vn+1) and hence ∀i gi(~a) ≡ gi(~b)(
mod Nδ). Hence we have:

gl(~a) < Nak+1 < gl+1(~a)

We shall now show that there is a b′ such that

gl(~b) < b′ < gl+1(~b) and Nak+1 ≡ b′( mod Nδ)

If gl+1(~b) − gl(~b) > Nδ, then clearly we can find such a b′.

So let us assume that gl+1(~b) − gl(~b) ≤ Nδ, In that case the following claim gives us that
gl+1(~a) − gl(~a) = gl+1(~b) − gl(~b) which gives us a b′.

Claim 9.3.9. Let f1(~x) = d +
∑k

i=1 dixi and f2(~x) = c +
∑k

i=1 cixi, where the ci, di ∈ V′n
and c, d ≤ Nδ. Let ~a ≈n+1

q ~b. Then | f2(~a) − f1(~a)| ≤ δ⇒ f2(~a) − f1(~a) = f2(~b) − f1(~b).
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Proof. Let β = f2(~a) − f1(~a) be ≤ δ. Now consider the term g(~x) = f2(~x) − f1(~x) − β.
We have that g(~a) = 0, that is (c − d − β) +

∑k
i=1(ci − di)ai = 0. Clearly (c − d − β) ≤

3lcm Vnδ ≤ qn+1(lcm Vn+1)2 and (ci − di) ∈ Vn+1. Thus g(~x) ∈ Fn+1
k and since ~a ≈n+1

q ~b
we have that g(~a) = 0 iff g(~b) = 0 or fi+1(~b) − fi(~b) = β. �

Player II now picks bk+1 = b′
N . Tracing back along our argument, we get that (10)–(12)

are satisfied.

set move: Let Player I mark a set S in the first word for the q-modular move. Now
Player II has to mark a set D. Partition S into intervals S 0 ∪ S 1 ∪ ... ∪ S r+1, where
S 0 = S ∩ {h(~ak) | h ∈ H} and ∀i 1 ≤ i ≤ r S i = S ∩ {z | hi−1(~ak) < z < hi(~ak)} and
S r+1 = S ∩ {z | z > hr(~ak)}. We will show that for each of the S i’s Player II can mark a
set Di such that |S i| ≡ |Di|( mod q) and in addition we have the congruence conditions
that ∀ak+1 ∈ S i,∃bk+1 ∈ Di : ~ak, ak+1 ≈

n
q
~bk, bk+1 as well as ∀ak+1 < S i,∃bk+1 < Di :

~ak, ak+1 ≈
n
q
~bk, bk+1.

For all i such that hi(~ak) ∈ S 0, Player II marks hi(~bk). Thus there is a D0 with |D0| = |S 0|

and the congruence conditions are satisfied (following from the arguments in Point Move).

Now consider S i for i > 0. We define j-congruence classes

S j
i := {s ≡ j( mod δ) | hi(~ak) < s < hi+1(~ak)}

Similarly we can define D j
i in the second word using ~bk. The arguments in the Point Move

shows that one can answer an ak+1 ∈ S j
i by a bk+1 ∈ D j

i . We have |S j
i | ≡ |D

j
i |( mod q),

since ∀i ≤ r : hi(~ak) ≡ hi(~bk)( mod qn+1(lcm Vn+1)2). Moreover from Claim 9.3.9
it follows that |D j

i | = 0 iff |S j
i | = 0 and hence we have that ∀ak+1 ∈ S j

i ,∃bk+1 ∈ D j
i :

~ak, ak+1 ≈
n
q
~bk, bk+1 and ∀ak+1 < S j

i ,∃bk+1 < D j
i : ~ak, ak+1 ≈

n
q
~bk, bk+1.

We now come to the second part of the lemma. From the argument above it is clear that
we can find a bk+1 within a δ-neighbourhood of Fn

k (
~bk). So

bk+1 ≤ 2δ+ km(Max V′n) ≤ 2δ+ km(Max V′n)
≤ 2qn(Max Vn)2|Vn| + km(Max V′n).

Observe that for all i ≤ n, |V′i | ≤ |Vi|
2 and |Vi+1| ≤ 2|V′i |. Hence we get |Vn| ≤ 22O(n)

. Also

Max Vi+1 ≤ 2Max V′i ≤ 2lcm Vi.Max Vi ≤ 2(Max Vi)|Vi|+1. Hence Max Vn ≤ 222O(n)
.

This gives us that bk+1 ≤ qnm222O(n)
and hence for all i ≤ k, bi ≤ qn222O(n+k)

. �

The above Lemma gave a tripe-exponential bound on the size of the numbers. Thus we
get that

Theorem 9.3.10. Satisfiability of FOmod over (N,<,+) is in 2Expspace.
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Proof. Let α be an FOmod formula over (N,<,+) Lemma 9.3.8 shows that Player II can

always place his pebble at a position bounded by lcm(α)222O(n)
. Hence the quantifiers in

the FOmod[+] formula need to be instantiated with values up to this bound. A machine us-
ing space 22O(|α|)

can run over all the positions and then evaluate a quantifier-free formula
with addition. �

Note that binding the quantifier range to 222O(n)
in Presburger arithmetic gives an algorithm

ATime[22O(n)
, O(n)], with the alternations depending on the quantifier alternations in the

formula [Ber80]. But since FOmod also contains modulo quantifiers we do not get this
upper bound. The reader will also notice that although EF games have been defined for
FOunC [Ruh99b], our combinatorics is specific to modulo counting and the proof does
not easily extend to this logic.

We now show that the satisfiability problem for the two variable logic with unary counting
quantifiers is undecidable. This result follows from the fact that y = 2x can be simulated
in the two variable logic FO2unC[<, succ]. From our Theorem 9.2.1 we get

Theorem 9.3.11. Satisfiability of FO2unC[<, succ] over words is undecidable.

9.4 discussion

We first looked at the two variable logic FO2[<, y = 2x, succ]. We showed that the
satisfiability of this logic is undecidable. An interesting question left open by our work,
concerns the logic without the successor predicate. The undecidability proof given used
the succ relation. So an interesting question to ask is, Is satisfiability of FO2[<, y = 2x]
undecidable?

Open Problem 9.4.1. Is the logic FO2[<, y = 2x] undecidable?

We then looked at Presburger arithmetic extended with modulo counting quantifiers. De-
cision procedures for linear arithmetic are closely studied and implemented in many ver-
ification engines, see the book by Kroening and Strichman [KS08]. Shankar points out
that “even though not many interesting problems are directly expressible in Presburger
arithmetic, a great many of the naturally arising proof obligations and subproblems do
fall into this decidable class” [Sha02]. The design of specification languages using these
quantifiers for verification purposes is an interesting challenge.

Ruhl [Ruh99b] and Schweikardt’s [Sch05] papers show that over (N,<,+), there is an
algorithm to convert a FOunC formula into an equivalent Presburger formula; these papers
do not address complexity issues. The complexity of FOunC over (N,<,+) (known to
be decidable) remains open.

Open Problem 9.4.2. The complexity of satisfiability of FOunC over (N,<,+) is open.
Can it be elementarily decidable? A non-elementary decidability exists.

115



Part IV

C O N C L U S I O N



10

F U T U R E D I R E C T I O N S A N D O P E N Q U E S T I O N S

In this thesis, we looked at logic on words extended with regular quantifiers. We studied
modulo counting quantifiers and group quantifiers in detail and in different settings.

We first looked at logics which define regular languages like FO[<] and linear temporal
logic (LTL) and extended these logics with the above mentioned regular quantifiers. In the
second part, we looked at regular quantifiers over a linear order and an addition function
which respects the linear order. This took us outside regular languages. For the logics we
considered, our primary focus were on the following questions.

1. Expressiveness

We studied the languages/properties definable in these logics. We also saw
techniques which are used to prove non-definability of languages by certain
logics.

2. Satisfiability

We also studied the satisfiability of the above logics. In most cases we identi-
fied the exact complexity of these problems.

Detailed summary of our results can be found at the end of each chapter. The summaries
also give open problems arising out of the work in the respective chapters. The most
interesting among these open questions are listed below.

1. The complexity of satisfiability of FO2mod(2)[<] is left open.

2. Identifying predicates, P such that our techniques can be applied to show that

LS[<,+, P] ∩NLL = LS[<] ∩NLL?

3. Is FOgroup[<,+] a subset of maj[<,+]?

4. Is the logic FO2[<, y = 2x] undecidable?

5. The complexity of satisfiability of FOunC over (N,<,+) is open. Can it be ele-
mentarily decidable? Can it be decidable in 2Expspace?
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